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Abstract. Cryptographic devices are vulnerable to the nowadays well
known side channel leakage analysis. Secret data can be revealed by
power analysis attacks such as Simple Power Analysis (SPA), Differen-
tial Power Analysis (DPA) and Correlation Power Analysis (CPA). First,
we give an overview of DPA in mono-bit and multi-bit cases. Next, the
existing multi-bit DPA methods are generalized into the proposed Par-
titioning Power Analysis (PPA) method. Finally, we focus on the CPA
technique, showing that this attack is a case of PPA with special coeffi-
cients and a normalization factor. We also propose a method that allows
us to improve the performance of CPA by restricting the normalization
factor.

Keywords. side channel, power analysis, DPA, multi-bit DPA, PPA,
CPA, correlation, DES, AES.

1 Introduction

Differential analysis on side channel signals were set up by Kocher et al. [10, 11]
on DES algorithm. Power consumption signals of CMOS chips were used, giving
good results to retrieve key values by difference of mean curves selected on a de-
fined criteria. Electromagnetic radiation signals, acquired by dedicated sensors,
were then successfully used by several authors [17, 20, 21]. Hereafter, the terms
DPA and CPA have been generalized for any side channel signal (i.e., power con-
sumption and electromagnetic radiation signals). Since then, differential analysis
has been applied on various cryptographic algorithms, including DES and AES,
and several countermeasures have been proposed to secure those algorithms from
first and high order differential attacks [9, 7, 1, 2]. Some authors [3, 14, 4, 22] have
extended Kocher’s et al. attack, introducing multi-bit DPA methods to improve
differential analysis. Currently, there are different multi-bit DPA concepts. We
propose in this paper the Partitioning Power Analysis (PPA) method to merge
these concepts in a single form.



Lately, the power analysis technique based on the correlation has been widely
studied [5, 6, 8, 12]. We propose a reviewing of the correlation approach suggested
by Brier et al., named Correlation Power Analysis [5], and the study of its
normalization effect. We then propose a way to enhance the performance of
CPA. The analytical results are finally confronted with the experimental ones.

The paper is organized as follows. Section 2 starts with an overview of power
analysis including the original DPA method, the multi-bit PPA concept and the
correlation based CPAmethod. In Sect. 3, a discussion about the CPA attack and
its normalization factor is expressed. We also propose in this section a method to
enhance CPA. Experimental results with electromagnetic radiation signals are
shown in Sect. 4 and a brief conclusion is given in the last section.

2 Power Analysis Techniques

2.1 Differential Power Analysis

Differential Power Analysis was originally proposed by Kocher et al. [11]. This
analysis is based on the fact that the power dissipation to manipulate one bit to
1 is different from the power dissipation to manipulate it to 0. To test different
keys Ks, DPA uses N cipher messages (or plain messages) Ci (i = 1 . . . N) and
a selection function D(Ci, b,Ks). This boolean function computes the value of
an examined bit b, for example a bit of the S-box output. DPA computes a
differential trace ∆D(b) as the difference between the average of the traces for
which D(Ci, b,Ks) is 1 and the average of the traces for which D(Ci, b,Ks) is
0. If we note W (Ci) the power consumption or electromagnetic radiation signal
corresponding to the message Ci, the differential trace ∆D(b) is computed as
follows:

∆D(b) =

∑N
i=1 D(Ci, b,Ks)W (Ci)
∑N

i=1 D(Ci, b,Ks)
−

∑N
i=1(1−D(Ci, b,Ks))W (Ci)
∑N

i=1(1−D(Ci, b,Ks))
(1)

If the bits calculated during the cryptographic algorithm are statistically
uniformly distributed and if the number of ciphering traces is sufficient, ∆D(b)
tends to 0 for wrong key hypothesis and ∆D(b) 6= 0 for the correct key Ks

hypothesis at the instant τ where the bit b is handled, this is the DPA peak.
However, in practice, the bit distribution is correlated to S-box output and so
some peaks can be observed on wrong key differential traces. This is the ghost
peak problem explained for example in [5, 15]. For the correct key, peaks can
also appear at instants other than τ due to the correlation between transient
results during the cryptographic computation.

Note that there exist three main aspects to be considered for applying a
power analysis method. The first one is how to choose target bits and cipher
messages. For example, the bit b in DPA method is well chosen if the high-
est peak belongs to the differential trace of the correct hypothesis, which is not
always true for any choice of b. The cipher messages can be random or chosen.



By using chosen messages, attackers can reduce the algorithmic noise and also
simplify the Hamming distance to the Hamming weight for hardware implemen-
tation [14, 15]. However a chosen message attack implies that the bits inside the
algorithm are not independently distributed. So unexpected peaks related to the
bits other than b can be observed.

The second aspect is how to determine different classes. In mono-bit DPA
method, Kocher has proposed two classes:

G0 = {W (Ci), i = 1 . . . N |D(Ci, b,Ks) = 0}

G1 = {W (Ci), i = 1 . . . N |D(Ci, b,Ks) = 1}

These classes are computed with the Hamming weight, but can be extended
with the Hamming distance considering a previous state for b.

The third aspect is related to the function that calculates differential traces in
order to evaluate and detect efficiently the correct hypothesis. These traces can
be called as the decision signals. In the mono-bit case, this decision signal is
∆D(b). Different kinds of classes and decision signals will be discussed in further
sections.

2.2 Partitioning Power Analysis

Multi-bit DPA: To enhance the original DPA, some authors have introduced
d-bit DPA attacks which means that d bits are used instead of only one bit. The
method proposed by Messerges et al [14] is still based on the idea of dividing
power consumption signals into two classes. For a d-bit set B = b1b2 . . . bd, two
classes of their multi-bit DPA are defined as follows:

G0 =

{

W (Ci), i = 1 . . . N |H(Ci,B,Ks) <
d

2

}

G1 =

{

W (Ci), i = 1 . . . N |H(Ci,B,Ks) ≥
d

2

}

where H(Ci,B,Ks) denotes the Hamming weight of B corresponding to Ks

and Ci. Note that if we consider a previous state R of B as the reference state,
H(Ci,B,Ks) can be used as the Hamming distance between R and the actual
state of B. 1

The decision signal becomes:

∆H(B) =

∑

G1
W (Ci)

N1
−

∑

G0
W (Ci)

N0
(2)

with N0 = card(G0) and N1 = card(G1).

1 In the research of Brier et al.[5], the Hamming distance is used and defined as the
number of flipping bits to switch from a reference state R to another state D, and is
given by H(R⊕D).When the reference state R is 0, the Hamming distance H(R⊕D)
becomes the Hamming weight of D.



In a 4-bit DPA case, Bevan et al. [4] suggested combining the ∆D(bi) com-
puted independently for each bit bi (i = 1 . . . 4) of B:

ΣD(B) = ∆D(b1) +∆D(b2) +∆D(b3) +∆D(b4) (3)

The notion of class in this case is the same as the one of mono-bit DPA but
it is defined for each bit bi (i = 1 . . . 4) of B. The decision signal ΣD(B) is the
sum of four other decision signals ∆D(bi) (i = 1 . . . 4). This method is efficient
only if the values of the four bits influence the power consumption at the same
time and in the same way. 2

Partitioning Power Analysis: In order to generalize the multi-bit DPA
methods, we propose here the Partitioning Power Analysis (PPA) method based
on the Hamming distance. The multi-partition method has been suggested by
Akkar et al.[3] with DiPA, but these authors did not formalize the concept.

We consider d-bit set B = b1b2 . . . bd and divide N power consumption signals
W (Ci) (i = 1 . . . N) into (d+ 1) partitions (classes) G0, G1, . . . , Gd.

Gj = {W (Ci), i = 1 . . . N |H(Ci,B,Ks) = j}

where H(Ci,B,Ks) denotes the Hamming distance between a previous state
and the actual state of B, corresponding to the message Ci and the key guess
Ks. We note Nj = card(Gj), so

∑d
j=0 Nj = N . The decision signal of PPA is

given as follows, where aj (j = 1 . . . N) are chosen weights.

ΣH(B) =

d
∑

j=0

aj

∑

Gj
W (Ci)

Nj

(4)

The choice of these weights can be determined with a known key algorithm
or with a selection function based on known bits, for example input message
bits.

Note: By the previous definition of PPA, the multi-bit DPA concepts pro-
posed by Messerges and Bevan are two cases of PPA with special coefficients
aj . For the Messerges’ method, ∆H(B) derived from (2) can be formulated as
(4), H being the Hamming distance and aj = −1 for 0 ≤ j < d/2 and aj = 1
for d/2 ≤ j ≤ d. Referring to Bevan’s concept, in order to use the Hamming
distance notion, we can choose the reference state of B as ’0000’. After some
algebraical manipulation, the ΣD(B) of (3) can be rewritten under a form of (4)
as follows:

ΣD(B) = −
1

8

∑

G0

W (Ci)−
1

4

∑

G1

W (Ci) +
1

4

∑

G3

W (Ci) +
1

8

∑

G4

W (Ci) (5)

By the same way, if we consider the reference state of the target bit b is
’0’, the original DPA proposed by Kocher becomes the simplest PPA with a
coefficient -1 for the group G0 and a coefficient 1 for the group G1.
2 This point may be true for a hardware algorithm, but false for a software one.



2.3 Correlation Power Analysis

Correlation approaches are based on the dependence between the power con-
sumption of the circuit and the Hamming weight [8, 12] or the Hamming distance
[5] of manipulated data. According to Brier’s model, the relationship between
the power consumption W and H(R ⊕D) is linear (W = aH + b, a and b are
constant). The correct key is the one which maximizes the correlation factor
ρWH .

If we denote Hi,R = H(R ⊕ Ci) the Hamming distance between the actual
state of the message Ci and the reference state R, the decision signal of the CPA
method is the correlation factor ρ̂WH [5]:

ρ̂WH(R) =
N
∑

W (Ci)Hi,R −
∑

W (Ci)
∑

Hi,R
√

N
∑

W (Ci)
2
− (
∑

W (Ci))2
√

N
∑

Hi,R
2 − (

∑

Hi,R)2
(6)

According to this concept, the notion of class is not explicitly used, i.e.,
N power consumption signals W (Ci) corresponding to N cipher messages Ci

(i = 1 . . . N) are not classified in to different classes. However, this notion can
be introduced here by grouping the power consumption signals W (Ci) where Ci

has the same Hamming distance with a reference state R. Considering a d-bit set
B of messages Ci and using the same notation described in the previous section,
we divide N power consumption signals W (Ci) (i = 1 . . . N) into (d+ 1) classes
G0, G1, . . . , Gd with

Gj = {W (Ci), i ∈ 1 . . . N |H(Ci,B,Ks) = j}

We develop now the term A = N
∑

W (Ci)Hi,R−
∑

W (Ci)
∑

Hi,R by split-
ting N power consumption signals W (Ci) into (d + 1) partitions. The term A
becomes:

A = N

d
∑

j=0

∑

Gj

W (Ci).j − (

d
∑

j=0

∑

Gj

W (Ci))(

d
∑

k=0

∑

Gk

k)

=

d
∑

j=0

N.j
∑

Gj

W (Ci)− (

d
∑

j=0

∑

Gj

W (Ci))(

d
∑

k=0

Nk.k)

=

d
∑

j=0

(

N.j −

d
∑

k=0

Nk.k

)

∑

Gj

W (Ci)

By denoting αj =
Nj

N

(

j −
∑d

k=0
Nk

N
.k
)

, the term A becomes:

A = N2
d
∑

j=0

(

αj

∑

Gj
W (Ci)

Nj

)

(7)



Accordingly, from (6) and (7) the correlation between power consumption W
and Hamming distance H is then rewritten as:

ρ̂WH(R) =

d
∑

j=0

(

αj

∑

Gj
W (Ci)

Nj

)

σWσH

(8)

Equation (8) shows that the differences between CPA and PPA are the coef-
ficients αj and the normalization factor σWσH . Note that while the coefficients
αj of CPA (see (8)) depend on the distribution of Nj , the aj of PPA (see (4))
are flexibly chosen. If N is large and the bits of B are uniformly distributed, the
coefficients αj of CPA tend to constant values and can be calculated in function
of d and j by the following formula:

αj =
Cj

d

2d
(j −

d
∑

k=0

Ck
d

2d
.k)

where Cj
d = d!

j!(d−j)! is the number of combinations of d elements taken j at a
time.

Some values of αj when d = 1 . . . 4 are given in the Table 1.

d α0 α1 α2 α3 α4

1 -1/4 1/4 - - -

2 -1/4 0 1/4 - -

3 -3/16 -3/16 3/16 -3/16 -

4 -1/8 -1/4 0 1/4 1/8

Table 1. Coefficients αj for an uniform distribution of B

We can notice that the coefficients αj (i = 1 . . . 4) for d = 4 are identical
to those of Bevan’s method. This interesting remark shows the relation between
the multi-bit DPA method of Bevan, a special case of PPA, and the correlation
concept of Brier. The difference between these methods is the normalization by
σWσH . This point is studied in the next section.

3 CPA and normalization effect

In this section, we discuss the normalization effects by σWσH of CPA signals.
For d = 4, we examine only 4 bits instead of all bits of messages Ci. If the bits
of B are uniformly distributed and N is large enough, according to the Table 1,
the correlation factor ρ̂WH(R) given by the formula (8) becomes:



ρ̂WH(R) =
− 1

8

∑

G0
W (Ci)

N0
− 1

4

∑

G1
W (Ci)

N1
+ 1

4

∑

G3
W (Ci)

N3
+ 1

8

∑

G4
W (Ci)

N4

σWσH

(9)

Note that the numerator is equal to ΣH(B) given in (4) with d = 4, a0 =
− 1

8 , a1 = − 1
4 , a2 = 0, a3 = 1

4 and a4 = 1
8 . With such choice of PPA weights

aj = αj , we can observe the effect of the normalization factor σWσH , which
is the only difference between PPA and CPA in this case. Furthermore, if the
messages are random, the number of messages N is large and if d bits are uni-
formly distributed, σH is independent to key hypothesis and equal to d

4 . The
normalization effect finally depends only on σW .

In order to have a better knowledge of σW , we use N power consumption
signals to compute the standard deviation σW (t) at every instant t. Because
data are handled at clock edges, σW (t) is larger at theses points of time than
at other instants. Hence, ΣH(B) is divided by significant values at clock edges
and by smaller values at other moments. Consequently, the noise level of the
correlation factor ρ̂WH(R) rises. It can be very high if σW (t) tends toward zero.

A common numerical method [23] to reduce this normalization effect consists
in adding to σW (t) a positive constant ε. If the ε is correctly chosen, the noise
should be reduced without modifying any principal result. We now obtain for
the correlation factor:

ρ̂WH(R) =
ΣH(B)

(σW + ε)σH

(10)

In our case, the choice of ε is delicate. If ε tends to zero, the CPA signals
are always normalized by small values at the non-clock-edge moments. Thus,
the noise level of CPA signal is still high. On the other hand, if ε is great in
comparison with σW (t) at clock edges, the correlation between H and W is not
respected any more. The object of the following section is to explain the choice
of ε that allows an improvement of the CPA detection capacity.

4 Experimental Confrontation

Experimental results from real measured signals shown in this section allow to
compare the three techniques DPA, PPA, CPA and to valid our CPA enhance-
ment proposition. Here we compare the PPA and CPA by observing 4 exam-
ined bits. The coefficients aj of PPA and αj of CPA are identically chosen for
j = 1 . . . 4. This choice of coefficients helps us to see the normalization effect.
The results of original mono-bit DPA (i.e., d = 1) are also shown as a reference
for comparison.

Signal acquisition: In our experiment, the electromagnetic radiation of a
synthesized ASIC during a DES operation was measured. Up to 10000 messages
randomly generated were used. The upper curve of Fig. 1 represents an experi-
mental electromagnetic signal where the 16 peaks corresponding to 16 rounds of



the DES can be observed. As the electromagnetic signal is used instead of the
power consumption ones, the notation W (Ci) represents here the voltage at the
output of our electromagnetic sensor for the processing of the message Ci.

0 2000 4000 6000 8000 10000
0

100

200

300

0 2000 4000 6000 8000 10000
0

10

20

30

Fig. 1. The horizontal axes represent the time sampling proportional to clock cycles.
The upper vertical axis represents the potential difference on the output of an electro-
magnetic sensor (mV) and the lower one represents its standard deviation.

Variation of σW(t): As mentioned in the previous section, we compute
the standard deviation σW (t) at each instant t to observe its variation. This one
is depicted in the lower curve of Fig. 1. The figure validates our analytical results
that the σW increases rapidly at each clock edge.

Signal observation: In the first experiment, we used 2000 cipher messages
to test 64 key hypothesis with DPA, PPA, CPA and enhanced CPA methods.
In Fig. 2, we present the DPA, PPA, CPA and enhanced CPA signals for the
correct key (left column) and for a wrong key (right column) resulting in the
highest ghost peak. From these figures, we realize that the unexpected peaks for
the correct key and for the wrong key appear clearly in the DPA signals. We also
see that the PPA method performs better than DPA in terms of the appearance
of these unexpected peaks. This result shows the advantage of multi-bit concept
compared to the mono-bit one. For the CPA method, the expected peak is clear
and the signals coincide with our analysis in Sect. 3: the level of noise in the
CPA signal is higher. We can also note that ghost peaks in CPA (see Fig. 2 for
the wrong key) are overwhelmed in this described noise.

Evaluation and validation of the proposed method: In order to eval-
uate the success of an attack, we define two attack-efficient indexes which reflect
the possibility of key detection. The first index , i1, is defined as the ratio be-
tween the DPA/PPA/CPA peak (expected peak) corresponding to the correct
hypothesis at the moment τ where the bits are manipulated and the highest
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Fig. 2. Power analysis signals with 2000 messages. 1st line: DPA method, 2nd line:
PPA method, 3rd line: CPA method and 4th line: Enhanced CPA method. Left column:
correct key guess, Right column: wrong key guess resulting in the highest ghost peak.
Horizontal axes: time sampling proportional to clock cycle, 1st line vertical axis:∆D(b),
2nd line vertical axis: ΣH(B), 3rd and 4th line vertical axes: ρ̂WH(R).

DPA/PPA/CPA peak among incorrect hypothesis at this instant. If this index
is greater than 1, the expected peak is the highest one and the key detection
is reliable. On the contrary, if this index is smaller than 1, there exists another
peak higher than the expected peak, i.e the key detection is impossible.

The values of i1 when the number of cipher messages varying from 100 to
10000 messages is illustrated in Fig. 3 and enlarged in Fig. 4. The attack-efficient
index i1 of DPA is represented by the dotted curve, that of PPA is the dashed
curve and that of CPA is the dashdot curve. The solid curve corresponds to
our proposed method to enhance the CPA. Figure 3 shows that the values i1
of CPA are always greater than those of DPA/PPA. The better performance of
CPA against DPA can easily be explained by the fact that the DPA method
is based on the weighting with a single bit b and the CPA method is based on
a weighting with 4 examined bits of the cipher messages. The result of CPA
against PPA confirms the efficiency of the normalization factor of CPA. When
comparing DPA and PPA, we observe that the index i1 of PPA is always higher
than DPA’s index. Hence, the multi-bit attack PPA (4 bits in our case) performs
better than the mono-bit attack DPA. This conclusion is also confirmed by Fig.
2 in which we observe that the PPA peak is much higher and clearer than the
DPA one.
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Fig. 3. First attack-efficient index

100 200 300 400 500 600 700 800 900 1000
0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

2.4

number of used cipher messages

i1

DPA
PPA
CPA
Enhanced CPA

detection threshold

Fig. 4. A zoom of Fig. 3

The second index , i2, is the signal to noise ratio of the DPA/PPA/ CPA
signal corresponding to the correct key. The DPA/PPA/CPA peak is considered
as signal and the rest as noise. If i2 is not large enough, the expected peak
corresponding to the correct key does not appear and we can not confirm which
key is correct. The limit is chosen equal to 3 through our experiment results.
Figure 5 illustrates the variation of the second attack-efficient index i2 as function
of the number of curves Ci. We observe that the values i2 of CPA are much lower
than those of DPA/PPA. Accordingly, the noise in the CPA signal for correct
key is more significant. By using our enhanced CPA method, we reduce this
noise.
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Fig. 5. Second attack-efficient index
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Fig. 6. A zoom of Fig. 5

We choose ε = 2 which is about 10 % of σW (τ). This value is quite small
compared to σW (τ) so that its influence on i1 index, which is computed at instant
τ , is negligible. This explains why the CPA and enhanced CPA curves in Fig. 3
are very close. On the other hand, the value ε = 2 is large enough to reduce the
noise level observed in Fig. 2 (the rate of noise in the enhanced CPA signals is
weaker than in the CPA signals) and Fig. 5 (the enhanced CPA curve is above
the CPA curve) .



Number of cipher messages required for key detection: The key de-
tection depends on both i1 and i2 indexes. The key detection is only feasible
and reliable if the two following conditions are satisfied: i1 > 1 and i2 > 3. The
first condition is trivial. The second condition is chosen through our experiment
results.

Hence, if we take into account both indexes i1 and i2, according to Fig. 3 and
Fig. 5, the DPA method needs about 2500 messages, the PPA needs about 1000
messages and the CPA needs about 400 messages to detect the correct key, i.e.
both indexes are above the detection threshold. By using our proposed enhanced
CPA method, only 200 messages are required to retrieve the coding key. Figure
7 confirms again our conclusion: with only 200 messages, our enhanced CPA

can detect the key but the original CPA can not. The use of ε, that
restricts the standard deviation used in CPA, allows us to considerably reduce
the noise level (see Fig. 2), 3 and to retrieve the key with a lower number of
curves (see Fig. 7). This restricted normalization can also be applied to PPA
and DPA.
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Fig. 7. Power analysis signals with 200 used messages, 1st line: CPA method, 2nd
line: enhanced CPA method. Left column: correct key guess, Right column: wrong key
guess resulting in the highest ghost peak. Horizontal axes: time sampling proportional
to clock cycle, Vertical axes: ρ̂WH .

Let’s also note that interesting clock cycles can be firstly investigated without
normalization and then the restricted factor can be used to fully perform the
differential analysis around the selected areas to find the correct keys.

5 Conclusions

First, we merged all existing multi-bit DPA methods into the PPA concept which
consists of dividing power consumption signals into partitions. PPA could also

3 Note that the ghost peaks in CPA are hidden in the noise and are better revealed
with the enhanced method proposed here.



be merged into existing cryptanalysis techniques such as partitioning attacks
(see for example [18, 19]).

We demonstrate that CPA is, in fact, a special form of PPA normalized by the
standard deviation of power consumption signals. This normalization is efficient
because it allows us to reduce significantly the number of messages required
to break the cryptographic secrets. However, the normalization also increases
the noise level of the CPA signal. This noise level can be reduced by using the
proposed method with the restriction ε. Through the experiments, our enhanced
CPA performs better than original CPA, DPA and four-bit PPA in terms of
number of messages required for key detection. In future work, we would like
to find the coefficients aj that optimize the PPA efficiency. From this optimized
PPA, we would expect to be able to propose a new power consumption model,
taking into account for example the different bit contributions as suggested in
[3, 24, 25].
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