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Abstract. This paper proposes an efficient concurrent error detection
scheme for hardware implementation of the block cipher AES. The pro-
posed scheme does not require an additional arithmetic unit, but simply
divides the round function block into two sub-blocks and uses the sub-
blocks alternately for encryption (or decryption) and error detection. The
number of clock cycles is doubled, but the maximum operating frequency
is increased owing to the shortened critical path of the sub-block. There-
fore, the proposed scheme has a limited impact on hardware performance
with respect to size and speed. AES hardware with the proposed scheme
was designed and synthesized using a 90-nm CMOS standard cell library
with size and speed optimization options. The compact and high-speed
implementations achieved performances of 2.21 Gbps @ 16.1 Kgates and
3.21 Gbps @ 24.1 Kgates, respectively. In contrast, the performances of
AES hardware without error detection were 1.66 Gbps @ 12.9 Kgates
for the compact version and 4.22 Gbps @ 30.7 Kgates for the high-speed
version. There is only a slight difference between the performances with
and without error detection. The performance overhead caused by the er-
ror detection is evaluated at the optimal balance between size and speed
and was estimated to be 14.5% at maximum. Conversely, the AES hard-
ware with the proposed scheme had better performance in some cases.
If pipeline operation is allowed, as in the CTR mode, throughputs can
easily be boosted by further dividing the sub-blocks. Although the pro-
posed error detection scheme was applied to AES in the present study,
it can also be applied to other algorithms efficiently.

1 Introduction

The fault injection attack is a physical attack to obtain internal secret informa-
tion from cryptographic modules by causing a malfunction in operating units or
the sequencer logic using electrical noise injection on the power source or clock
signal or by illuminating the module by an electronic beam. In 1996, Boneh,



Demillo, and Lipton [1] proposed a fault injection attack against public key
cryptosystems, and Biham and Shamir [2] extended this attack to symmetric
key cryptosystems. Since then, research on the fault injection attack has been
rapidly evolved [3-5], and several papers have proposed attacks on the standard
block cipher AES [7-13].

On the other hand, several countermeasures that detect errors in processing
have also been proposed [14-29]. Fig. 1 summarizes the conventional error detec-
tion schemes for block cipher hardware with a loop architecture that iteratively
uses one round function block. The figures illustrate error detection schemes for
encryption process, but the same schemes can be applied to decryption circuits
and to implementations merging encryption and decryption datapaths.

In Fig. 1(a), the data in register RegX is processed by the round function
block for encryption (Enc), and then an error detection code, such as a parity bit,
is generated. The code is compared with an expected value output from another
data path (Predict) [14, 17-20]. It is very easy to calculate the expected value for
linear functions by using a small amount of hardware resources, and thus sev-
eral studies have proposed error detection codes for the non-linear substitution
function S-box [15, 16, 21-23]. The operation “Predict” is much simpler than
“Enc” and usually outputs a smaller number of bits, and thus it is impossible to
detect all of the error patterns. Therefore, the trade-off between overhead of the
additional circuit, “Predict”, and the error detection ratio should be considered
carefully.

In Fig. 1(b), two encryption operations for the same data in the register RegX
are performed by duplicated round function blocks, and the results are compared
[24]. The architecture of Fig. 1(c) has encryption and decryption datapaths, and
the data in RegX is encrypted and soon decrypted. The result is then compared
with the original data in RegY [24, 25]. These two schemes have a disadvantage
in that the hardware size is almost double compared to that of the circuit without
error detection.

The scheme of Fig. 1(d) encrypts the same data twice using one round func-
tion block and two results are compared [26, 27]. In Fig. 1(e), the round function
block supports both encryption and decryption, and confirms that encrypted
data can be decrypted correctly. This scheme can also be applied efficiently to
the round function F'(x) with the characteristic of x = F/(F(x)) [28]. The draw-
back of these schemes is that twice as many clock cycles are required.

Fig. 1(f) is similar to Fig. 1(d), where two encryptions are performed to
confirm that the same encrypted data are generated, but the round function
block is divided into two sub-blocks and encryption and error detection (another
encryption) are performed simultaneously in each sub-block [29]. Hardware size
and the number of clock cycles are almost the same between these schemes, but
the maximum operating frequency of Fig. 1(f) is much higher than any other
scheme in Fig. 1 because the critical path (the round function block) is halved.

Fig. 1(f) is the best scheme in terms of circuit size and speed, but the use of
the same datapath for two encryptions (one of which is for error detection) causes
a major problem. When an attacker injects an electron beam to cryptographic



Out Error

Fig. 1. Conventional error detection schemes (Encryption)

circuit, it is very difficult to control the beam precisely in order to make an error
in only one clock period. In contrast, it is incomparably easy to keep the beam
on during certain periods and to keep the circuit in failure. In this case, the same
error occurs repeatedly and thus the scheme of Fig. 1(f) that repeats the same
encryption twice for data checking cannot detect the error. The beam might
cause different types of errors in each cycle, but defects on transistor devices
and metal interconnections in LSI chips always make the same error, and thus
the scheme of Fig. 1(f) is unworkable for these static errors.

In order to solve these problems, this paper proposes a new error detection
scheme that performs encryption (or decryption) and error detection simulta-
neously in different operating blocks with limited impact on hardware size and
speed. AES hardware using the proposed scheme is designed and synthesized
using an ASIC library, and the effectiveness of the scheme is evaluated.

2 Proposed Error Detection Scheme

2.1 Normal AES Circuit

Fig. 2 shows a block diagram of an AES circuit using a loop-architecture based
on the compact implementation proposed in references [30] and [31], which does
not support error detection feature. A 128-bit input is encrypted (or decrypted)
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Fig. 2. Normal AES circuit

with a 128-bit secret key in 10 clock cycles. The encryption and decryption paths
are merged by sharing GF(2%) inverters in S-boxes and common terms between
the permutation functions MixColumns and InvMixColumns. The circuit size is
almost halved in comparison to an implementation with two different datapaths
for encryption and decryption. In order to merge the datapaths, the location of
AddRoundKey and InvMixColumns (shown as InvMixCol. in Fig. 2) is switched
from the original order. Then, the MixColumns function block is placed at the
output of the key scheduler on the right in Fig. 2 to compensate the side effect.
In the next section, the proposed error detection scheme is explained in contrast
with this normal architecture.

2.2 AES circuit with the proposed scheme

The proposed scheme uses a datapath that supports both encryption and de-
cryption, which is similar to that shown in Fig. 2, and divides the merged round
function block into pre- and post-blocks. Then, one of the blocks is used for



encryption (or decryption), and another block is used for decryption (or encryp-
tion) for error detection. Fig. 3 shows the outline of the proposed scheme in the
encryption mode. Decryption can be carried out in a similar way. SR and ISR
denote ShiftRows and InvShiftRows, respectively, SB and ISB denote SubBytes
and InvSubBytes, respectively, and MX and IMX denote MixColumns and In-
vMixColumns, respectively. In Fig. 3(b), the order of ISB and ISR is switched
to share components between the encryption (Enc.) and decryption (Dec.) flows
of Fig. 3(a). Then SR and ISR are merged, and SB and ISR are merged, and
a half round function block, BlockS, is composed. The permutation functions
MX and IMX are also merged and compose another half round block, BlockM,
with two 128-bit XORs (AddRoundKey). These two blocks are used alternately
for encryption (or decryption) and error detection, as shown in Fig. 3(c), and
each round of Roundl, -- -, Round10 in Fig. 3(a) is processed in two clock cycles
as Round1X, RoundlY, ---, Round10X, Round10Y. The number of operating
cycles is doubled, but the maximum operating frequency is boosted because
the critical path of the round function block is divided into two sub-blocks.
Therefore, this has a minor impact on the operating speed. It is also possible
to increase the operating frequency of the normal AES circuit in Fig. 1 by di-
viding the round function block. However, it is only efficient for the Electric
Code Book (ECB) and Counter (CTR) modes that can process 128-bit data
blocks independently but cannot increase the speed for feedback modes, such as
Cipher Block Chaining (CBC). When speed performance with the CTR is the
first priority, the proposed architecture can also respond to this requirement by
increasing the number of pipeline stages from 2 to 2n. For example, it is easy
to perform two encryptions (or decryptions) and two decryption (or encryption)
as error detections by dividing sub-block BlockS and BlockM into two smaller
sub-blocks each.

In Fig. 3(c), the XOR output from Round0 is processed by the SR and SB
functions of BlockS in the clock cycle Round 1X, and the result is fed to BlockS
and BlockM. In the following cycle Round 1Y, the inverse operation of Round1X
is performed by BlockS, and the result is compared with the input to BlockS
in the previous cycle Round1X for error detection. At the same time, the MX
and XOR (AddRoundKey) operations are executed by BlockM to continue the
encryption process. In the next cycle Round2X, BlockS performs the following
encryption process, and BlockM checks the previous result. In a similar manner,
the remainder of the encryption and error detection operations are executed by
BlockS and BlockM interchangeably. The same round function blocks are used
for encryption and error detection, but these operations are different, and thus
static errors caused by defects in LSIs can be detected, while the scheme of Fig.
1(f) cannot find the errors, where the same operation is executed twice by the
same function block for encryption and error detection.

Fig. 4 shows the datapath architecture of the AES circuit using the pro-
posed error detection scheme. This architecture does not switch the order of
AddRoundKey and InvMixColumns to share the XOR gates for AddRoundKey,
as in Fig. 2. The critical path of the round function block in Fig. 2 is shortened by
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Fig. 3. Proposed error detection scheme for AES (Encryption)

sharing the XOR gate, but the additional MixColumns block is required at the
output port of the key scheduler. In contrast, when the proposed scheme that
divides the round function block into two sub-blocks was applied, implemen-
tations without sharing the XOR gates showed better performance in balance
between size and speed. When the signal delay time for the round function block
is shortened by the division, the key scheduler becomes the critical path. There-
fore, the scheduler is also divided in two by inserting a register and uses two
clocks to generate one round key. In Fig. 4, the datapaths of the round function
block and the key scheduler are divided at the end of S-boxes for simplicity, but
pipeline registers are actually placed inside the S-boxes in order to balance the
signal delay times before and after the registers.

Even if the round function block works correctly, the key scheduler can also
be attacked [11, 12, 13], or malfunction in a control counter may output inter-
mediate data soon after the first round key is XORed without waiting for the
completion of 10-round operations [3]. In order to prevent this, the key scheduler
in Fig. 4 compares the round-key generated in the round key register with the
pre-calculated keys in the key registers DecKreg or EncKreg in the final round
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Fig. 4. AES circuit with the proposed error detection scheme

of encryption or decryption, respectively. The register DecKreg holds the first
round-key for decryption that is the last round-key for encryption, and the regis-
ter EncKreg holds the first round-key for encryption that is the last round-key of
decryption. Even if an attacker can flip a few bits in the control counter to skip
the round operations, it is impossible to control the unknown 128-bit round-key
to match the final value.

2.3 Example operation

Fig. 5 shows the example encryption process of the AES circuit with the proposed
error detection scheme. It is assumed that the initial key for decryption K10 has
been calculated from the initial key KO for encryption, and the keys KO and
K10 are stored in registers EncReg and DecReg, respectively. In Fig. 5(a), a
plaintext input XORed with the initial key KO has been stored in the data
register DregX as D0, and the first half of the round function (Shiftrows and
SubBytes) is applied to the data D0, and then the result D1X is fed back to
the register DregX. At the same time, the data DO is transferred to the register
DregY for error detection, and the key register generates the first round-key K1
from KO.

In Fig. 5(b), the datapath for encryption in Fig. 5(a) is used for decryption
as error detection. The data D1X in DregX is processed by InvShiftRows and
InvSubBytes, and the result is compared with the data DO in RegY. In the other
data path, the last half of the round function, MixColumns and AddroundKey
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Fig. 5. Example operation of the proposed AES circuit

(XOR with the round-key K1), is applied to the data D1X, and the result of the
first round function is obtained in DregX as D1.

In Fig. 5(c), the same encryption datapath of Fig. 5(a) encrypts the data D1
in DregX to D2X, and the datapath on the right (InvMixColumns and XOR)
decrypts the same data D1 to D1X for error detection. The output from the
right datapath is then compared with the data in RegY. In a similar manner,
the encryption and error detection process are continuously performed.

Fig. 5(d) shows the operation in the final round, where AddRoundKey with
the 10-th round key K10 for encryption, and InvShiftRows and InvSubBytes are



performed for error detection. As shown in Fig. 3(c), the MixColumns block is
bypassed for this final round. In order to check whether the sequencer logic and
key scheduler worked correctly and all 10 rounds are processed without skip,
the final round key generated in the round key register is compared with the
pre-calculated key K10 in EncKreg. The ciphertext D10 can be output in this
cycle, but it is output in the next cycle of Fig. 5(e) after confirming that D10
can return to D10X. The next plaintext cannot be input before this final check
and thus requires 21 clocks, 20 clocks (= 10 rounds x 2 clocks) + one additional
clock for the final check, to encrypt (or decrypt) one data block.

3 ASIC Performance Comparison

Table 1 shows a comparison of the performance between the AES circuits with
and without the proposed error detection scheme, as shown in Figs. 2 and 4. The
designs were synthesized by a Synopsis Design Compiler using a 90-nm CMOS
standard cell library. In addition to size and speed optimizations, implementa-
tions that achieve the highest hardware efficiency, defined as throughput per
gate, are shown.

The signal delay time for the round function block is approximately halved
by using the proposed scheme, but the maximum operating frequency is not dou-
bled because of the setup and hold times of the inserted register. In addition,
the proposed scheme requires an additional clock cycle and additional hardware
resources for error detection. Therefore, simple prediction may indicate that the
proposed scheme is slower and larger than the simple AES circuit without the
error detection scheme. However, the throughputs of compact implementations
are 2.21 Gbps with 16.1 Kgates for the proposed scheme and 1.66 Gbps with 12.9
Kbps for the simple architecture. Thus, the proposed scheme is faster. Moreover,
the gate counts of the high-speed versions are 24.1 Kgates with 3.21 Gbps for the
proposed scheme and 30.7 Kgates with 4.22 Gbps for the simple architecture.
Thus, the proposed scheme is smaller. This is because the longer combinatorial
logic path in the round function block of the simple architecture causes wide
variations in logic synthesis. The range of gate counts and throughputs in Table

Table 1. Hardware performance comparison

Archi- Clock Size Maximum| Through- Hard.w are Optimi-
tecture Cycles (gates) Frequency put Efficiency zation
(MHz) (Mbps) [ (Kbps/gate)
Proposed 16,099 362.32 | 2.208.40 137.18 Si.ze
(Fig. 4) 21 17,087 406.50 | 2.477.70 145.01 | Efficiency
24,114 526.32 | 3.208.00 133.04 Speed
Proposed 12,949 129.37 | 1.655.90 127.88 Si;e
(Fig. 2) 10 20,003 265.25 | 3.395.20 169.48 | Efficiency
) 30,708 330.03 | 4.224.40 137.57 Speed

(90-nm CMOS, 1 gate = 2-input NAND, worst condition)



1 are x2 for the simple architecture, while this range is within x1.5 for the pro-
posed scheme. To achieve compact implementation, it is important to reuse gate
logic, even though the critical path becomes longer, and to use smaller cells, even
though their drivability is lower. On the other hand, parallel processing without
sharing gate logic and use of large cells with higher drivability are efficient for
high-speed implementation. This means that smaller circuits become slower and
faster circuits become larger. Therefore, the simple implementation with a wide
range of synthesis optimization had smaller but “slower” performance for the
compact implementation, and the high-speed version is faster but “larger” than
the proposed architecture.

The results indicate that total hardware performance cannot be determined
by simply measuring gate counts and throughput, and thus the performance over-
head caused by the error detection circuit cannot be evaluated either. Therefore,
as the criterion, we use the balance between hardware size and operating speed,
that is, the hardware efficiency is defined as the throughput per gate. How-
ever, the hardware efficiency still varies somewhat depending on the synthesis
constraints. Consequently, the optimal balance between size and speed, i.e., the
highest hardware efficiency, was chosen as the score of the hardware performance.
To investigate the highest hardware efficiency, logic synthesis was repeated sev-
eral times by changing the constraints. Then, the proposed AES architecture
and the simple AES architecture achieved efficiencies of 145.0 Kbps/gate (=
2.48 Gbps/17.1 Kgates) and 169.5 Kbps/gate (= 3.40 Gbps/20.0 Kgates), re-
spectively. The efficiency of the proposed scheme is 85.5% compared to the simple
architecture, and thus we can say that the performance overhead of the error
detection scheme is at most 14.5%. Meanwhile, in many cases, the AES cir-
cuit with the error detection showed better performances. These results clearly
demonstrate the advantage of the proposed scheme.

4 Conclusion

This paper proposed an error detection scheme for the AES circuit, and evaluated
its performance using a 90-nm standard cell library. The scheme divides a round
function block into two sub-blocks and uses them alternatively for encryption (or
decryption) and error detection. Therefore, no extra calculation block is needed,
even though only a pipeline register, a selector and a comparator are added. The
number of operating cycles is doubled, but the operating frequency is boosted
because the round function block in the critical path is halved. Therefore, the
scheme has only a minor impact on hardware performance.

Logic synthesis was repeated by changing the optimization conditions, and
the AES circuit with the proposed scheme achieved a range of 16.1 ~ 24.1 Kgates
for hardware size and 2.21 ~ 3.21 Gbps for throughput. Those of the simple ar-
chitecture without error detection are 12.9 ~ 30.7 Kgates and 1.66 ~ 4.22 Gbps.
The simple implementation has a longer combinatorial logic path, which leads
to a wider range of performance optimization. These different ranges make it
difficult to compare the performance between the proposed and simple archi-



tectures. Therefore, the highest hardware efficiency (throughput/gate), which
gives the optimal balance between hardware speed and size was chosen for the
performance comparison. The hardware efficiencies are 145.0 kbps/gate for the
proposed scheme and 169.4 Kbps/gate for the simple implementation, and thus
the performance overhead due to the error detection is only 14.5%. In addition,
the AES circuit with the proposed scheme had better performance than the
simple implementation depending on the constraints of logic synthesis.

Although the round function block was divided by 2 in the above implemen-
tations, it should be possible to increase the number of pipeline stages to 4, 6,
and 8, in which half of the stages are used for encryption and the other half are
used for error detection. This is a very efficient way to achieve a much higher
throughput when pipeline operation, such as that for the CTR mode, is possi-
ble. The proposed scheme does not depend greatly on the algorithm, and thus it
can also be applied to hardware implementations of several coding algorithms,
as well as cryptographic hardware. As a result, the proposed error detection
scheme has significant advantages in both efficiency and versatility.

We have developed experimental ASIC and FPGA boards called SASEBO
(Side-channel Attack Standard Evaluation BOard) and have distributed these
boards to research institutes in an attempt to contribute to establish stan-
dard evaluation criteria and test requirements for cryptographic modules against
physical analysis attacks including fault injection attacks. A cryptographic ASIC
chip with countermeasures is currently under development, and the AES circuit
proposed in this paper will be implemented on the chip. Detailed technical in-
formation and specifications about the experimental chip and the boards will be
disclosed on the Website of the SASEBO project [32].
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