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Abstract. NTRU is a very efficient public-key cryptosystem based on
polynomial arithmetic. Its security is related to the hardness of lattice
problems in a very special class of lattices. This article is motivated by
an interesting peculiar property of NTRU lattices. Namely, we show that
NTRU lattices are proportional to the so-called symplectic lattices. This
suggests to try to adapt the classical reduction theory to symplectic lat-
tices, from both a mathematical and an algorithmic point of view. As a
first step, we show that orthogonalization techniques (Cholesky, Gram-
Schmidt, QR factorization, etc.) which are at the heart of all reduction
algorithms known, are all compatible with symplecticity, and that they
can be significantly sped up for symplectic matrices. Surprisingly, by do-
ing so, we also discover a new integer Gram-Schmidt algorithm, which is
faster than the usual algorithm for all matrices. Finally, we study sym-
plectic variants of the celebrated LLL reduction algorithm, and obtain
interesting speed ups.

1 Introduction

The NTRU cryptosystem [12] is one of the fastest public-key cryptosystems
known, offering both encryption (under the name NTRUEncrypt) and digital
signatures (under the name NTRUSign [11]). Besides efficiency, another inter-
esting feature of NTRU compared to traditional public-key cryptosystems based
on factoring or discrete logarithm is its potential resistance to quantum comput-
ers: no efficient quantum algorithm is known for NP-hard lattice problems. The
security and insecurity of NTRU primitives has been a popular research topic
in the past 10 years, and NTRU is now being considered by the IEEE P1363.1
standards [16].

The security of NTRU is based on the hardness of two famous lattice prob-
lems, namely the shortest and closest vector problems (see for instance the sur-
vey [23]), in a very particular class of lattices called convolution modular lattices
by [20]. More precisely, it was noticed by the authors of NTRU and by Copper-
smith and Shamir [6] that ideal lattice reduction algorithms could heuristically
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recover NTRU’s secret key from the public key. This does not necessarily imply
that NTRU is insecure, since there is a theoretical and experimental gap be-
tween existing reduction algorithms (such as LLL [18] or its block improvements
by Schnorr [25]) and ideal lattice reduction (which is assumed to be solving NP-
hard lattice problems), while NTRU is so far the only lattice-based cryptosystem
known that can cope with high dimensions without sacrificing performances. Nor
does it mean that the security of NTRU primitives is strictly equivalent to the
hardness of lattice problems. In fact, the main attacks on NTRU primitives have
bypassed the hard lattice problems: this was notably the case for the decryp-
tion failure attacks [15] on NTRUEncrypt, the attacks [7,8] on the ancestor
NSS [13] of NTRUSign [11], as well as the recent attack [21] on NTRUSign [11]
without perturbation. Almost ten years after the introduction of NTRU [12], no
significant weakness on NTRU lattices has been found, despite the very par-
ticular shape of NTRU lattice bases: both the public and secret NTRU bases
are 2N × 2N matrices formed by four blocks of N ×N circulant matrices. It is
this compact representation that makes NTRU much more efficient than other
lattice-based or knapsack-based schemes (see the survey [23]). A fundamental
open question is whether this particular shape makes NTRU lattices easier to
reduce or not.

Our Results. We propose to exploit the structure of NTRU lattices in lattice
reduction algorithms. As a starting point, we observe a peculiar property of
NTRU lattices: we show that NTRU lattices are proportional to the so-called
symplectic lattices (see the survey [2]). As their name suggests, symplectic lattices
are related to the classical symplectic group [28]: a lattice is said to be symplectic
if it has at least one basis whose Gram matrix is symplectic, which can only
occur in even dimension. Such lattices are isodual : there exists an isometry of
the lattice onto its dual. Interestingly, most of the well-known lattices in low
even dimension are proportional to symplectic lattices, e.g.the roots lattices A2,
D4 and E8, the Barnes lattice P6, the Coxeter-Todd lattice K12, the Barnes-Wall
lattice BW16 and the Leech lattice Λ24 (see the bible of lattices [5]). Besides,
there is a one-to-one correspondence between symplectic lattices and principally
polarized complex Abelian varieties, among which Jacobians form an interesting
case (see [3]). This has motivated the study of symplectic lattices in geometry
of numbers.

However, to our knowledge, symplectic lattices have never been studied in
reduction theory. The long-term goal of this paper is to explore the novel concept
of symplectic lattice reduction in which the classical reduction theory is adapted
to symplectic lattices, from both a mathematical and an algorithmic point of view
in order to speed up reduction algorithms. As a first step, we show that the Gram-
Schmidt orthogonalization process – which is at the heart of all lattice reduction
algorithms known – preserves symplecticity, and that is made possible by a slight
yet essential change on the classical definition of a symplectic matrix, which is
fortunately compatible with the standard theory of the symplectic group. We
then exploit this property to speed up its computation for symplectic lattices. In
doing so, we actually develop a new and faster method to compute integral Gram-
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Schmidt, which is applicable to all matrices, and not just symplectic matrices.
The method is based on duality: it is faster than the classical method, because
it significantly reduces the number of long-integer divisions. When applied to
symplectic matrices, a further speed up is possible thanks to the links between
symplecticity and duality: in practice, the method then becomes roughly 30
times faster than the classical GS method, which is roughly the time it would
take on a matrix of halved dimension. Finally, we study symplectic versions of the
celebrated LLL lattice basis reduction algorithm [18] and obtain a speedup of 6
for NTRU lattices of standard size. We restrict to the so-called integral version of
LLL to facilitate comparisons: it might be difficult to compare two floating-point
variants with different stability properties. We leave the cases of floating-point
variants and improved reduction algorithms [25] to future work, but the present
work seems to suggest that reduction algorithms might be optimized to NTRU
lattices in such a way that a 2n-dimensional NTRU lattice would not take more
time to reduce than an αn-dimensional lattice for some α < 2. This is the case
for Gram-Schmidt orthogonalization and LLL.
Related Work. Incidentally, the compatibility of the symplectic group with
respect to standard matrix factorizations has recently been studied in [19]: how-
ever, because they rely on the classical definition of a symplectic matrix, they
fail to obtain compatibility with Gram-Schmidt orthogonalization or the QR
decomposition.
Road map. The paper is organized as follows. In Section 2, we provide necessary
background on lattice reduction and the symplectic group. In Section 3, we
explain the relationship between NTRU lattices and symplecticity. In Section 4,
we show that the Gram-Schmidt orthogonalization process central to all lattice
reduction algorithms known is fully compatible with symplecticity. In Section 5,
we present a new integral Gram-Schmidt algorithm, which leads to significant
speed-ups for symplectic matrices. The final section 6 deals with symplectic
variants of integral LLL.
Acknowledgements. Part of this work, as well as a visit of the second author
to the ENS, were supported by the Commission of the European Communi-
ties through the IST program under contract IST-2002-507932 ECRYPT. We
would like to thank Joe Silverman, Mike Szydlo and William Whyte for useful
conversations.

2 Background

Let ‖.‖ and 〈., .〉 be the Euclidean norm and inner product of Rn. Vectors will be
written in bold, and we will use row-representation for matrices. The notations
Mn(R) represents the n × n-dimensional matrices over R, and GLn(R) the n-
dimensional invertible matrices of Mn(R). For a matrix M whose name is a
capital letter, we will usually denote its coefficients by mi,j : if the name is a
Greek letter like µ, we will keep the same symbol for both the matrix and its
coefficients. The matrix norm |M | represents the maximum of the euclidean
norms of the rows of M . The notation dxc denotes a closest integer to x.
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2.1 Lattices

We refer to the survey [23] for a bibliography on lattices. In this paper, by the
term lattice, we mean a discrete subgroup of Rn. The simplest lattice is Zn. It
turns out that in any lattice L, not just Zn, there must exist linearly independent
vectors b1, . . . ,bd ∈ L such that:

L =

{
d∑

i=1

nibi | ni ∈ Z
}

.

Any such d-tuple of vectors b1, . . . ,bd is called a basis of L: a lattice can be
represented by a basis, that is, a row matrix. Two lattice bases are related to
one another by some matrix in GLd(Z). The dimension of a lattice L is the
dimension d of the linear span of L. Let [b1, . . . ,bd] be vectors: the lattice is
full-rank if d = n, which is the usual case. We denote by G(b1, . . . ,bd) their
Gram matrix, that is the d× d symmetric matrix (〈bi,bj〉)1≤i,j≤d formed by all
the inner products. The volume vol(L) (or determinant) of the lattice L is the
square root of the determinant of the Gram matrix of any basis of L: here, the
Gram matrix is symmetric definite positive. The dual lattice L× of a lattice L
is:

L× = {v ∈ spanL, ∀u ∈ L, 〈u,v〉 ∈ Z} .

They have the same dimension and their volumes satisfy vol(L) · vol(L×) = 1.
If B = [b1, ...,bd] is a basis of L, and δi,j the Kronecker symbol, then the dual
family B× = [b×1 , ...,b×d ] with b×i ∈ span(L) satisfying 〈b×i ,bj〉 = δi,j is a basis
of L× called the dual basis of B. The Gram matrices of B and B× are inversed,
and when L is a full rank lattice, B× = B−t.

2.2 The Symplectic Group

The symplectic group is one of the classical groups [28], whose name is due to
Weyl. Given four matrices A,B, C, D ∈ Mn(R) we denote by Q[A, B,C, D] the
(2n)× (2n) matrix with A, B,C, D as its quadrants:

Q[A,B, C,D] =
(

A B
C D

)
.

Symplectic matrices are matrices preserving a nondegenerate antisymmetric bi-
linear form. Let σ be an isometry of Rn. Then σ2 = −1 if and only if there exists
an orthonormal basis of Rn over which the matrix of σ is J2n = Q[0, In,−In, 0],
where In is the n× n identity matrix. Usually, a matrix M ∈M2n(R) is said to
be symplectic if and only if

M tJ2nM = J2n. (1)

where M t is the transpose of M . This is equivalent to M being invertible and
having inverse equal to:

M−1 = −J2nM tJ2n. (2)
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The set of such matrices is denoted by Sp(2n,R), which is a subgroup of the
special linear group SL2n(R): a symplectic matrix has determinant +1. A matrix
is symplectic if and only if its transpose is symplectic. The matrix Q[A,B, C,D]
is symplectic if and only if ADt − BCt = In and both the matrices ABt and
CDt are symmetric. It follows that a triangular matrix Q[A, 0, C, D] may only
be symplectic if A and D are diagonal, which is too restrictive to make the
symplectic group fully compatible with standard matrix factorizations involving
triangular matrices.

To fix this, we consider a variant of the usual symplectic group obtained
by equation (1) with another matrix J2n. Fortunately, this is allowed by the
theory, as while as J2n is a nonsingular, skew-symmetric matrix. From now on,
we thus let J2n = Q[0, Rn,−Rn, 0] where Rn is the reversed identity matrix:
the identity where the rows (or the columns) are in reverse order, that is, the
(i, j)-th coefficient is the Kronecker symbol δi,n+1−j . This new matrix J2n still
satisfies J2

2n = −I2n, and is therefore compatible with symplecticity. From now
on, by a symplectic matrix, we will mean a matrix satisfying equation (1) or (2)
with this choice of J2n, and this will be our symplectic group Sp(2n,R). Now, a
matrix Q[A,B, C,D] is symplectic if and only if the following conditions hold:

BAs = ABs, DCs = CDs, ADs −BCs = Rn (3)

where Ms = RnM tRn for any M ∈ Mn(R), which corresponds to reflecting
the entries in the off-diagonal mi,j ↔ mn+1−j,n+1−i. The matrix RnM reverses
the rows of M , while MRn reverses the columns. In other words, compared to
the usual definition of symplectic matrices, we have replaced the transpose op-
eration M t and In by respectively the reflection Ms and Rn. This will be the
general rule to switch from the usual symplectic group to our variant. In fact,
it can be checked that the reflection M 7→ Ms is an involution of Sp(2n,R):
Ms is symplectic (though Rn is not symplectic), and (Ms)s = M . Now a trian-
gular matrix Q[A, 0, C, D] may be symplectic without requiring A and D to be
diagonal. Naturally, M−s will mean the inverse of Ms.

To conclude this subsection, let us give a few examples of symplectic matrices
with our own definition of Sp(2n,R), which will be very useful in the rest of the
paper:

– Any element of SL2(R), that is, any 2x2 matrix with determinant 1.
– A diagonal matrix ofM2n(R) with coefficients d1, ..., d2n is symplectic if and

only if di = 1/d2n+1−i for all i.

– Any




A 0 B
0 M 0
C 0 D


 including




I 0 0
0 M 0
0 0 I


 where

{
M ∈ Sp(2n,R)
Q[A,B,C, D] ∈ Sp(2m,R) .

– Q[U, 0, 0, U−s] for any invertible matrix U ∈ GLn(R).
– Q[In, 0, A, In] for any A ∈ Mn(R) such that A = As, that is, A is reversed-

symmetric.

The symplecticity can be checked by equations (1), (2) or (3). In particular,
these equations prove the following elementary lemma, which gives the structure
of symplectic triangular matrices.



6

Lemma 1. A lower-triangular 2n-dimensional matrix L can always be decom-
posed as follows:

L =




α 0 0
ut M 0
β v γ


 where





α, β, γ ∈ R
u,v ∈ R2n−2

M ∈M2n−2(R) is triangular
.

Then the matrix L is symplectic if and only if M is symplectic (and triangular),
γ = 1

α and u = −αvJ2n−2M
t.

2.3 Symplectic Lattices

A lattice L is said to be isodual if there exists an isometry σ of L onto its dual
(see the survey [2]). One particular case of isodualities is when σ2 = −1, in
which case the lattice is called “symplectic”. There exists an orthogonal basis of
span(L) over which the matrix of σ is J2n there is at least a basis of L whose
Gram matrix is symplectic.

A symplectic lattice has volume equal to 1. In this paper, we will say that an
integer full-rank lattice L ∈ Z2n is q-symplectic if the lattice L/

√
q is symplectic

where q ∈ N∗. Its volume is equal to qn. Our q-symplectic lattices seem to be a
particular case of the modular lattices introduced by Quebbemann [24], which
are connected to modular forms.

2.4 Orthogonalization

Cholesky. Let G ∈Mn(R) be symmetric definite positive. There exists a unique
lower triangular matrix L ∈ Mn(R) with strictly positive diagonal such that
G = LLt. The matrix L is the Cholesky factorization of G, and its Gram matrix
is G.
The µDµt factorization. This factorization is the analogue of the so-called
“LDL decomposition” in [9, Chapter 4.1]. Let G ∈Mn(R) be symmetric definite.
There exists a unique lower triangular matrix µ ∈Mn(R) with unit diagonal and
a unique diagonal matrix D ∈ Mn(R) such that G = µDµt. The couple (µ, D)
is the µDµt factorization of G. When G is positive definite, then D is positive
diagonal, and the relation between the µDµt and Cholesky factorizations of G
is L = µ

√
D.

QR or LQ. Let M ∈ GLn(R). There exists a unique pair (Q,R) ∈Mn(R)2 such
that M = QR, where Q is unitary and R is upper triangular with strictly positive
diagonal. This is the standard QR factorization. Since we deal with row matrices,
we prefer to have a lower triangular matrix, which can easily be achieved by
transposition. It follows that there also exists a unique pair (L,Q) ∈ Mn(R)2

such that M = LQ, where Q is unitary and L is lower triangular with strictly
positive diagonal. Note that L is the Cholesky factorization of the Gram matrix
MM t of M .
Gram-Schmidt. Let [b1, . . . ,bd] be linearly independent vectors represented
by the d × n matrix B. Their Gram-Schmidt orthogonalization (GSO) is the
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orthogonal family [b∗1, . . . ,b
∗
d] defined recursively as follows: b∗1 = b1 and b∗i is

the component of bi orthogonal to the subspace spanned by b1, . . . ,bi−1. We
have b∗i = bi −

∑i−1
j=1 µi,jb∗j where µi,j = 〈bi,b∗j 〉/‖b∗j‖2 for all i < j. We let

µ ∈Md(R) be the lower triangular matrix whose coefficients are µi,j above the
diagonal, and 1 on the diagonal. If B∗ is the d × n row matrix representing
[b∗1, . . . ,b

∗
d], then B = µB∗. If we let G be the Gram matrix BBt of B, then

µ is exactly the matrix from the µDµt decomposition of G, and its Cholesky
factorization L = (`i,j) is related to the GSO by: `i,j = µi,j‖b∗j‖ for i < j. The
matrices L and B have the same Gram matrix, so the GSO can be viewed as a
trigonalization of the lattice Λ spanned by B. Note that vol(Λ) =

∏d
i=1 ‖b∗i ‖.

Integral Gram-Schmidt. In practice, we are interested in the case where the
bi’s are in Zn. Then the b∗i ’s and the µi,j ’s are in general rational. To avoid
rational arithmetic, it is customary to use the following integral quantities (as
in [27] and in the complexity analysis of [18]): for all 1 ≤ i ≤ d, let: λi,i =∏i

j=1 ‖b∗j‖2 = vol(b1, . . . ,bi)2 ∈ Z. Then let λi,j = µi,jλj,j for all j < i, so

that µi,j = λi,j

λj,j
. It is known that λi,j ∈ Z. When using the GSO for lattice

reduction, one does not need to compute the b∗i ’s themselves: one only needs to
compute the µi,j ’s and the ‖b∗i ‖2. Since ‖b∗i ‖2 = λi,i/λi−1,i−1 (if we let λ0,0 = 1),
it follows that it suffices to compute the integral matrix λ = (λi,j)1≤i,j≤d for
lattice reduction purposes. This is done by Algorithm1, whose running time is
O(nd4 log2 |B|) where |B| is an upper bound of the ‖bi‖’s.

Algorithm 1 Standard GS
Input: A set of d linearly independent vectors [b1, ...,bd] of Zn

Output: The λ matrix of the GSO of [b1, ...,bd].
1: for i = 1 to d do
2: λi,1 ← 〈bi,b1〉
3: for j = 2 to i do
4: S = λi,1λj,1

5: for k = 2 to j − 1 do
6: S ← (λk,kS + λj,kλi,k)/λk−1,k−1

7: end for
8: λi,j ← 〈bi,bj〉λj−1,j−1 − S
9: end for

10: end for

2.5 LLL reduction

Size reduction. A basis [b1, . . . ,bd] is size-reduced with factor η ≥ 1/2 if its
GSO family satisfies |µi,j | ≤ η for all j < i. An individual vector bi is size-
reduced if |µi,j | ≤ η for all j < i. Size reduction usually refers to η = 1/2, and is
typically achieved by successively size-reducing individual vectors.
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LLL reduction. A basis [b1, . . . ,bd] is LLL-reduced [18] with factor (δ, η) for
1/4 < δ ≤ 1 and 1/2 ≤ η <

√
δ if the basis is size-reduced with factor η and

if its GSO satisfies the (d − 1) Lovász conditions (δ − µ2
i,i−1)

∥∥b∗i−1

∥∥2 ≤ ‖b∗i ‖2,
which means that the GSO vectors never drop too much. Such bases have several
useful properties (see [4,18]), notably the following one: the first basis vector is
relatively short, namely

‖b1‖ ≤ β(d−1)/4vol(L)1/d , where β = 1/(δ − η2).

LLL-reduction usually refers to the factor (3/4, 1/2) because this was the choice
considered in the original paper by Lenstra, Lenstra and Lovász [18]. But the
closer δ and η are respectively to 1 and 1/2, the more reduced the basis is. The
classical LLL algorithm obtains in polynomial time a basis reduced with factor
(δ, 1/2) where δ can be arbitrarily close to 1. Reduction with a factor (1,1/2) is
closely related to a reduction notion introduced by Hermite [10].

The LLL algorithm. The basic LLL algorithm [18] computes an LLL-reduced
basis in an iterative fashion: there is an index κ such that at any stage of the
algorithm, the truncated basis [b1, . . . ,bκ−1] is LLL-reduced. At each loop iter-
ation, κ is either incremented or decremented: the loop stops when κ eventually
reaches the value d + 1, in which case the entire basis [b1, . . . ,bd] is already
LLL-reduced.

LLL uses two kinds of operations: swaps of consecutive vectors and Babai’s
nearest plane algorithm [1], which performs at most d translations of the form
bκ ← bκ −mbi, where m is some integer and i < κ. Swaps are used to achieve
Lovász conditions, while Babai’s algorithm is used to size-reduce vectors.

If L is a full-rank lattice of dimension n and |B| is an upper bound on the
‖bi‖’s, then the complexity of the LLL algorithm (using integral Gram-Schmidt)
without fast integer arithmetic is O(n6 log3 |B|). The recent L2 algorithm [22]
(based on floating-point Gram-Schmidt) by Nguyen and Stehlé achieves a factor
of (δ, ν) arbitrarily close to (1,1/2) in faster polynomial time: the complexity
is O(n5(n + log |B|) log |B|) which is essentially O(n5 log2 |B|) for large entries.
This is the fastest LLL-type reduction algorithm known.

3 NTRU Lattices

The NTRU [12] cryptosystem has many variants. To simplify our exposition, we
focus on the usual version, but our results apply to all known variants of NTRU.

Let n be a prime number about several hundreds (e.g.251), and q be a small
power of two (e.g.128 or 256). Let R be the ring Z[X]/(Xn− 1) whose multipli-
cation is denoted by ∗. The NTRU secret key is a pair of polynomials (f, g) ∈ R2

with tiny coefficients compared to q, say 0 and 1. The polynomial f is chosen to
be invertible modulo q, so that the polynomial h = g/f mod q is well-defined in
R. The NTRU public key is the polynomial h ∈ R with coefficients modulo q.
Its fundamental property is: f ∗ h ≡ g mod q in R.
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In order to fit multiplicative properties of polynomials of R, we use circulant
matrices. The application ϕ that maps a polynomial in R to its circulant matrix
inMn(Z) is defined by:

ϕ(
n−1∑

i=0

hiX
i) =




h0 h1 · · · hn−1

hn−1 h0 · · · hn−2

...
. . . . . .

...
h1 · · · hn−1 h0




1. This application is a ring morphism.
2. Circulant matrices are reversed-symmetric: ϕ(a)s = ϕ(a) for any a ∈ R.

There is a natural lattice Λ in Z2n corresponding to the set of pairs of polynomials
(u, v) ∈ R2 such that v ∗ h ≡ umod q (see [6,23]). This lattice can be defined by
the following basis, which is public since it can be derived from the public key:

B = Q [ϕ(q), ϕ(0), ϕ(h), ϕ(1)] .

This basis is in fact the Hermite normal form of Λ. It follows that the di-
mension of Λ is 2n and its volume is qn. Notice that B/

√
q is symplectic by

equation (1), and therefore the public basis B and the NTRU lattice Λ are
q-symplectic.

Because of the fundamental property of the public key h, there is a special
lattice vector in Λ corresponding to (g, f), which is heuristically the shortest
lattice vector. All the vectors corresponding to the rotations (g ∗ Xk, f ∗ Xk)
also belong to Λ. In fact, in NTRUSign [11], the pair (f, g) is selected in such
a way that there exists another pair of polynomials (F, G) ∈ R2 such that
f ∗G− g ∗F = q in R. It follows that the following matrix is a secret basis of Λ:

C = Q [ϕ(g), ϕ(f), ϕ(G), ϕ(F )] .

This is the basis used to sign messages in NTRUSign.
Hence, if a, b, c, d are polynomials inR, the matrix M = Q[ϕ(a), ϕ(b), ϕ(c), ϕ(d)]

satisfies:

−MJ2nM tJ2n = Q[ϕ(a ∗ d− b ∗ c), 0, 0, ϕ(a ∗ d− b ∗ c)].

In particular, the secret basis satisfies: −CJ2nCtJ2n = qI2n, which proves that
C is a q-symplectic matrix like B, only with smaller coefficients. Hence, the
unimodular transformation that transforms the public basis B into the secret
basis C is symplectic. One may wonder if it is possible to design special (possibly
faster) lattice reduction algorithms for NTRU lattices, which would restrict their
elementary row transformations to the symplectic subgroup of GL2n(Z). This
motivates the study of symplectic lattice reduction.
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4 Symplectic Orthogonalization

All lattice reduction algorithms known are based on Gram-Schmidt orthogonal-
ization, which we recalled in Section 2. In this section, we show that Cholesky
factorization, LQ decomposition and Gram-Schmidt orthogonalization are com-
patible with symplecticity. The key result of this section is the following sym-
plectic analogue of the so-called LDLt factorization of a symmetric matrix:

Theorem 1 (Symplectic µDµt). Let G be a symmetric matrix in Sp(2n,R).
There exists a lower-triangular matrix µ ∈ Sp(2n,R) whose diagonal is 1, and
a diagonal matrix D ∈ Sp(2n,R) such that, G = µDµt. And the pair (µ,D) is
unique.

Before proving this theorem, let us give three important consequences on Cholesky
factorization, LQ factorization and Gram-Schmidt orthogonalization:

Theorem 2 (Symplectic Cholesky). If G ∈ Sp(2n,R) is a symmetric posi-
tive definite matrix, then its Cholesky factorization is symplectic.

Proof. Apply Theorem 1 to G, then µ is lower-triangular symplectic with only 1
on the diagonal. Since G is positive definite, the diagonal matrix D = µ−1Gµ−t

is positive definite. But D is also symplectic, so its coefficients satisfy di,i =
1/d2n+1−i,2n+1−i (see the end of Section 2.2). For these reasons, the square root
C of D (with ci,i =

√
di,i ) is also symplectic. It is clear that L = µC is symplectic

and satisfies G = LLt. Since the Cholesky factorisation of G is unique, it must
be L and it is therefore symplectic. ut

Theorem 3 (Symplectic LQ). If B is symplectic, then its LQ decomposition
is such that both L and Q are symplectic.

Proof. L is the Cholesky factorization of the matrix BBt, which is symplectic,
so the previous theorem shows that L is symplectic. Then Q = L−1B is also
symplectic, because Sp(2n,R) is a group. ut

Theorem 4 (Symplectic Gram-Schmidt). If B is symplectic, then the µ
matrix of its Gram-Schmidt orthogonalisation is also symplectic.

Proof. Apply Theorem 1 to G = BBt, then µB represents an orthogonal basis,
because its Gram matrix is diagonal. ut

Thus, the isometry σ represented by J2n that sends the symplectic basis onto its
dual basis is also an isometry between each part of the GSO of the symplectic
basis and its dual basis:

Corollary 1. Let [b1, ...,b2n] be a symplectic basis of a 2n-dimensional lat-
tice, then the GSO satisfy for all i ≤ n, b∗2n+1−i = 1

||b∗i ||2 b
∗
i J and b∗i =

1
||b∗2n+1−i||2 b

∗
2n+1−iJ
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Proof. Consider the LQ factorization of [b1, ...,b2n]. The unitary matrix Q is
symplectic, therefore equation (2) implies that Q = −JQJ . Hence, a unitary
symplectic matrix always has the form:

(
C D

−RnDRn RnCRn

)
=

(
A

RnAJ2n

)
.

This proves that the directions of the b∗i in this corollary are correct. Their
norm are the diagonal coefficients of L, and this matrix is lower-triangular sym-
plectic, so Lemma 1 implies that ||b∗2n+1−i|| = 1/||b∗i ||. ut
We now prove Theorem 1 by induction over n. There is nothing to prove for
n = 0. Thus, assume that the result holds for n − 1 and let G = (gi,j) be a
symmetric matrix in Sp(2n,R). The main idea is to reduce the first column G
with a symplectic transformation, then verify that it automatically reduces the
last row, and finally use the induction hypothesis to reduce the remaining 2n−2
dimensional block in the center. The symplectic transformation has the form:

P =




1 0 0
(α2, ..., α2n−1)t I2n−2 0

α2n (α2, ..., α2n−1)J2n−2 1


 where α2, ..., α2n−1 ∈ R.

This is a symplectic matrix because of Lemma 1. Apply the transformation with
αi = − gi,1

g1,1
. Then PGP t has the following shape:

PGP t =




g1,1 0 γ
0 S uT

γ u β


 ,

where S is a (2n− 2)× (2n− 2) symmetric matrix, u is a (2n− 2) dimensional
row vector, and β ∈ R and γ = 0. The coefficient γ in the bottom left corner of
PGP t is equal to zero, because α2n satisfies α2ng1,1+α2n−1g2,1+ ...+αn+1gn,1−
αngn+1,1 − ...− α2g2n−1,1 + g2n,1 = 0.

Since PGP t is symplectic, the image by J2n of the first row r1 of PGP t has
the form e2n = (0, ..., 0, g1,1) and its jth row rj satisfies 〈e2n, rj〉 = δ2n,j for all
j ≥ 2 (where δ is the Kronecker symbol): in other words, u = 0 and β = 1/g11.

PGP t =




g1,1 0 0
0 S 0
0 0 1

g1,1


 .

As a result, S is symmetric positive definite and symplectic. The induction
hypothesis implies the existence of a pair (µS , DS) such that S = µSDsµ

t
S , and

we can extend µS to a lower-triangular matrix U ∈ Sp(2n,R) using the third
property at the end of Section 2.2:

U =




1 0 0
0 µS 0
0 0 1


 .
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Hence, the product µ = UP−1 is a lower-triangular symplectic matrix whose
diagonal is 1, and D = µ−1Gµ−t ∈ Sp(2n,R) is diagonal. This concludes the
proof of Theorem 1 by induction.

5 Speeding-up Gram-Schmidt by Duality

The standard integral Gram Schmidt algorithm we recalled in Section 2 is based
on a formula which computes µi,j from the µi,k’s (k < j) on the same row. This
leads to many integer divisions for each coefficient as in the innerloop rows 5-7
of Algorithm1.

5.1 The general case

We now show that most of these divisions can be avoided. Consider a basis
B = [b1, ...,bd] and its Gram matrix G = BBt. We know that if µ is the Gram-
Schmidt orthogonalization of B, then G = µDµt where D is a positive diagonal
matrix. If we rewrite the previous equation as µ = Gµ−tD−t, it appears that
for any integer k < d, if we know the k × k topleft triangle of µ and D, we
can compute the k × k topleft triangle of µ−tD−t and the first full k columns
of µ. The matrix µ−t is just a rotation of µ−s, which is the Gram-Schmidt
orthogonalization of the dual basis of (bd, ...,b1). At the end, we get not only
the GSO of B, but also the one of its reverse dual basis: this method which we
call “Dual Gram-Schmidt”, is surprisingly faster than the classical one despite
computing more information.

Theorem 5. Let G ∈ Mn(Z) be a symmetric (positive) definite matrix, and µ
the µDµt factorization of G. As in Section 2, we define λ0,0 = 1 and λk,k =
detGk where Gk is the k × k topleft block of G. Let λ = µ · diag(λ1,1, ..., λn,n)
and U = µ−t · diag(λ0,0, ..., λn−1,n−1). Then the following three relations hold:

λ ∈ Mn(Z), (4)
U ∈ Mn(Z), (5)
λ = GU. (6)

Proof. From G = µDµt, we know that µ−1G is uppertriangular: for all i and t
with i > t, then

∑i
j=1 µ−1

i,j gj,t = 0. If we call G′the (i− 1)× (i− 1) topleft block
of G, v = (µ−1

i,1 , ..., µ−1
i,i−1) and g′ = (gi,1, ..., gi,i−1), then the previous equation

is equivalent to g′ = −vG′. By Cramer’s rule, we deduce the following relation
for all j < i, which proves relation (5):

uj,i = det G′ · vj = (−1)i−j det




g1,1 . . . g1,j−1 g1,j+1 . . . g1,i

...
. . .

...
...

. . .
...

gi−1,1 . . . gi−1,j−1 gi−1,j+1 . . . gi−1,i


 .
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The relation (6) is obtained by multiplying µ = Gµ−tD−t by diag(λ1,1, ..., λn,n).
It also implies that λp,i =

∑i
k=1 gp,kuk,i is the last row development of an integer

determinant:

λp,i = det




g1,1 . . . g1,i

...
. . .

...
gi−1,1 . . . gi−1,i

gp,1 . . . gp,i


 ,

which concludes the proof. ut
Note that these determinants prove that λp,i ≤ |G|i and Uj,i ≤ |G|i−1.

We derive from µ−tµt = Id a column formula to compute the matrix U
defined in the previous theorem:

(µ−t)i,j = −µt
i,j −

i−1∑

k=j+1

µt
i,k(µ−t)k,j . (7)

From the definition of U , we know that (µ−t)i,j = Ui,j

λj−1,j−1
. Replacing µi,j by

λi,j

λj,j
, we may rewrite the formula as: −Ui,j =

(∑i−1
k=j+1 λk,iUk,j

)
/λi,i. Hence if

we know the i× (i− 1) top-left triangle of λ, we can compute the ith column of
U using this formula (from the diagonal to the top), and then the ith column of
λ using relation (6) of Theorem 5. It is not necessary to keep the ith column of
U after that.

We deduce Algorithm2 to compute the GSO of a basis B. The correctness of
this algorithm is a consequence of the results described in this section. If we look
at the number of operations requested, there are i2/2 multiplications and one
division in the innerloop lines 4-6, and i(n+1− i) small multiplications between
the input Gram matrix and U in the innerloop lines 7-9. This gives a total of
n3/6 large multiplications and n2/2 divisions. In the Standard GS algorithm,
there was as many multiplications, but Θ(n3) divisions.

Algorithm 2 Dual Gram Schmidt
Input: a basis B = (b1, ...,bd) or its Gram matrix G
Output: the GSO decomposition λ of B
1: for i = 1 to d do
2: Ui ← λi−1,i−1 (for all k, Uk represents Uk,i)
3: Ui−1 ← −λi,i−1

4: for j = i− 2 downto 1 do
5: compute Uj = −(

Pi
k=j+1 λk,jUk)/λj,j

6: end for
7: for j = i to n do
8: compute λj,i =

Pi
k=1〈bj ,bk〉Uk

9: end for
10: end for
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5.2 The symplectic case

We derive an algorithm specialized to q-symplectic bases to compute the λ ma-
trix of the GSO, and we show why it is faster than the Dual Gram-Schmidt
procedure applied to symplectic bases (see Algorithm1 of Section 2). Let B
be a q-symplectic basis. We know that L in the LQ decomposition of B is q-
symplectic and the µ matrix corresponding to the GSO of B is symplectic. We
will also use the integer dual matrix U we introduced in Theorem 5. Let us
denote the quadrants of µ, and λ by:

µ =
(

µa 0
µγ µδ

)
, λ =

(
λa 0
λγ λδ

)
and U =

(
Uα 0
Uγ Uδ

)
.

Because of Theorem 4, we know that µδ = µ−s
α . Together with Corollary 1,

we have Uα = RnλδRn for symplectic matrices and the following relation for q-
symplectic matrices: Uα ·diag(q2, q4, ..., q2n) = RnλδRn. For this reason, it is only
necessary to run DualGS up to the middle of the matrix, and fill the columns
of λδ using those of Uα. Given as input a symplectic basis B = (b1, ...,b2n),
Algorithm3 computes the λ matrix of the GSO of B in time O(n5 log2 B) using
standard arithmetic.

Algorithm 3 Symplectic Gram-Schmidt
Input: A q-symplectic basis B = [b1, ...,b2n]
Output: The λ matrix of the GSO of B.
1: precompute: q2i for i = 1 to n
2: for i = 1 to n do
3: Ui ← λi−1,i−1 (for all k, Uk represents Uk,i)
4: Ui−1 ← −λi,i−1

5: for j = i− 2 downto 1 do
6: Uj ← −(

Pi
k=j+1 λk,jUk)/λj,j

7: end for
8: for j = 1 to i do
9: λ2n+1−j,2n+1−i ← q2(n+1−i) · Uj

10: end for
11: for j = i to 2n do
12: compute λj,i =

Pi
k=1 Gj,kUk

13: end for
14: end for

5.3 Experiments

We performed tests on randomly generated bases, whose coefficients are uni-
formly distributed 128-bit integers (see Table 1). On these random matrices, the
speedup is rather moderate, but it will be much more significant when consid-
ering symplectic matrices.
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Table 1. Timing of Gram-Schmidt algorithms on random matrices

n StandardGS
in seconds

DualGS in
seconds

DualGS
speedup

100 37.3 25.1 1.49

200 881 579 1.52

300 5613 3644 1.54

Table 2. Timing of Gram-Schmidt algorithms on NTRUSign bases

2n Standard GS DualGS SympGS speedup
DualGS

speedup
SympGS

502 179 122 8.7 1.46 20.5

802 1822 1254 67 1.45 27.1

1214 12103 8515 390 1.42 31.0

We also performed tests on secret bases of NTRUSign as described in Sec-
tion 3 (see Table 2). Roughly speaking, Algorithm2 is at least 3 times as fast
as Standard GS, and the specialized algorithm is from 10 to 30 times as fast
as Standard GS. We give in function of the dimension of the input matrix, the
running time in seconds to compute the GSO for each algorithm. Note that the
speed-up of 31 in Symplectic GS seems to indicate that the cost of computing
the GSO of a 2n-dimensional symplectic basis is roughly the one of computing
the GSO of a standard n-dimensional standard matrix.

6 Symplectic LLL

When applied to a symplectic basis, the standard LLL algorithm will likely
not preserve symplecticity, because its elementary operations are not necessarily
symplectic. In this section, we show how one can slightly modify the notion of
size-reduction used in LLL to make it compatible with symplecticity, and we
then deduce a symplectic version of LLL. We do not know if every symplectic
lattice contains an LLL-reduced basis which is also symplectic. But we show
how to obtain efficiently a symplectic basis which is effectively LLL-reduced (as
introduced in [14]). Such bases satisfy the most important properties of LLL-
reduced bases, those which are sufficient to guarantee the shortness of the first
basis vector.

6.1 Symplectic size-reduction

The first condition in LLL-reduction is size-reduction, which we recalled in Sec-
tion 2. Unfortunately, size-reduction transformations are not necessarily sym-
plectic. However, we show that it is still possible to force half of the coefficients
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of µ to be very small using symplectic transformations, and at the same time,
bound the size of the remaining coefficients.

We say that a matrix B ∈ M2n(R) is semi-size reduced if its GSO satisfies:
for all j ≤ n, for all i ∈ [j + 1, 2n + 1− j], |µi,j | ≤ 1

2 .

Theorem 6. If B ∈ Sp(2n,R) is semi-size reduced, then its GSO µ is bounded
by ||µ||∞ ≤ n · ( 3

2 )n.

Proof. For the block µδ , Equation (7) gives for i ≥ n + 1 and j ≥ n + 1,
|µi,j | ≤ 1

2 + 1
2

∑i−1
k=j+1 |µi,k|, which is bounded by a geometric sequence of ratio

3
2 . Hence, the bottom diagonal block is bounded by |µi,j | ≤ 1

2 (3
2 )i−j−1, and this

bound can be reached for µi∈[1,n],j∈[1,i−1] = −1/2.
For the bound on block µγ , apply Equation (1) to µs in order to get a column

formula. This gives for i ≥ n + 1 and j ≥ 2n− i :

µs
n+1−j,n+1−i = µs

i,j +
n∑

k=j+1

µs
i,kµs

2n+1−j,2n+1−k

−
i−1∑

k=n+1

µs
i,kµs

2n+1−j,2n+1−k.

After reindexing the matrix and applying the triangular inequality to this
sum, we obtain

|µi,j | ≤ 1
2

+
2n + 1− 2j

4
+

1
2

i−1∑

k=2n+2−j

|µk,j |.

It is still bounded by a geometric sequence of ratio 3
2 , but the initial term

µi+1,i is less than 2n+3−2j
4 ≤ n. Thus |µi,j | ≤ n · ( 3

2 )i−2n+j−2. ut

6.2 Lovász conditions and effective reduction

A basis satisfying all Lovász conditions and |µi,i−1| ≤ 1/2 is referred to as effec-
tively LLL-reduced in [14]. Such bases have the same provable bounds on the size
of b1 (which is typically the most interesting vector in a basis) as LLL-reduced
bases. Besides, it is easy to derive an LLL-reduced basis from an effectively LLL-
reduced basis, using just size reductions (no swaps). In general the reason for
weakly reducing the other µi,j for 1 ≤ j < i−1 is to prevent coefficient explosion
in the explicit bi, but there are many other strategies for this that don’t require
as strict a condition as |µi,j | ≤ 1/2, 1 ≤ j < i− 1 (see [17,26]). It is not difficult
to see that this notion of “effective LLL-reduction” can be reached by symplectic
transformations.

Lemma 2. A symplectic 2n-dimensional basis B is effectively-reduced if and
only if its first n + 1 vectors are effectively LLL-reduced.
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Proof. Let µ be the GSO matrix of B, for i ≤ n, since µ is symplectic, we know
that µ2n+2+i,2n+1−i = µi,i−1. Using Corollary 1, the Lovasz condition for the
ith index is equivalent to δ 1

||b∗2n+2−i||2 ≤
1

||b∗2n+1−i||2 − µ2n+2+i,2n+1−i
1

||b∗2n+2−i||2 ,

which is precisely the Lovasz condition for the 2n + 2− ith index. ut
This means that for all i ≤ n, every operation made on the rows i and i − 1
that reduces B can be blindly applied on the rows 2n − i + 2 and 2n − i + 1
without knowing the GSO of the second block. A symplectic basis is said to
be symplectic-LLL reduced if it is both effectively LLL-reduced and semi-size-
reduced.

6.3 A Symplectic-LLL algorithm

It is easy to find polynomial algorithms for symplectic-LLL reduction, but the
difficulty is to make them run faster than LLL in practice. Here, we present an al-
gorithm which reaches symplectic-LLL reduction with an experimental running-
time 6 times smaller than LLL on NTRU public bases of standard size (but the
speed up may be larger for higher-dimensional lattices).

Symplectic LLL is an iterative algorithm that reduces a symplectic lattice
L from its center. It takes as input the integer GSO λ of a symplectic lattice
and outputs the GSO of a symplectic-LLL reduced basis and the unimodular
transformation that achieves the reduction. More precisely, it only keeps one half
of the GSO of symplectic matrices, since the other half can be easily deduced with
(1) or Lemma 1. Here, we chose to keep the left triangle λ′ = λi,j , 1 ≤ j ≤ n, j ≤
i ≤ 2n+1−j. During the algorithm, every elementary operation (swap or a linear
combination of rows) is deduced from λ′, and λ′ is updated incrementally like in
the standard integer LLL (see [18,4]). As a result, symplecticLLL can generate
the complete sequence of elementary operations of the reduction without knowing
the basis. Unfortunately, having only the GSO of the LLL reduced basis is not
sufficient to compute its coefficients, so every operation that occur in symplectic
LLL algorithm is in fact performed on a third part matrix U . If U is initially
equal to the input basis (resp. the identity matrix), then it is transformed into
the LLL-reduced basis (resp. the unitary transformation).

In this paragraph, we explain the principles of SymplecticLLL on the pro-
jected lattice vectors, but in practice, all operations are done on the GSO λ′ (see
Algorithm4 for details). Let Ck = [πn+1−k(bn+1−k), ..., πn+1−k(bn+k−1)] where
1 ≤ k ≤ n. The 2k-dimensional lattice L(Ck) is symplectic, and its GSO matrix
µ is the 2k × 2k block located in the center of the GSO of the basis. When
the algorithm begins, the counter k is set to 1. At the start of each loop itera-
tion, Ck−1 is already symplectic-LLL-reduced (there is no condition if k = 1).
If k = 1 then the projected lattice C1 is Lagrange-reduced and the counter k
is set to 2. If the determinant of the transformation computed by Lagrange re-
duction is -1, we negate bn+1 to preserve the symplecticity of the basis. In the
general case, Ck is semi-size-reduced, which means that λi,n+1−k is made lower
than 1

2λn+1−k,n+1−k with symplectic combinations of rows for i = n + 2− k to
n + k. If the pair (n + 1 − k, n + 2 − k) does not satisfy Lovász condition (by
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Algorithm 4 symplectic LLL
Input: A GSO matrix λ of a q-symplectic basis (at least the left triangle λ′)
Output: The GSO λ′ of the reduced basis, and the unitary transformation U
1: k ← 1,U = I2n (or U = Uinit initially given by the user)
2: while k ≤ n do
3: if k = 1 then
4: compute λn+1,n+1 = q2λ′n−1,n−1

5: find the 2 × 2 unimodular transformation P that Lagrange-reduces the GSO
of C1

6: ensure that the determinant of P is not −1, negate one row of P if necessary
7: Apply P on the two middle rows of λ′ and U , and update λ′n,n, λ′n+1,n

8: k ← 2
9: end if

10: for i = n + 2− k to n + k do
11: r ←bλi,n+1−k/λn+1−k,n+1−ke
12: ui ← ui − r un+1−k and λ′i ← λ′i − r λ′n+1−k

13: un+k ← un+k + r u2n+1−i and λ′n+k ← λ′n+k + r λ′2n+1−i if i ≤ n
14: un+k ← un+k−r u2n+1−i and λ′n+k ← λ′n+k−r λ′2n+1−i if n+1 ≤ i ≤ n+k−1
15: end for
16: if Lovász does not hold for the pair (n− k + 1, n− k + 2) then
17: compute λn+k,n−k+2 using Lemma 1
18: swap un+k ↔ un+k−1 and λ′n+k,j ↔ λ′n+k−1,j for 1 ≤ j ≤ n− k
19: swap un−k+2 ↔ un−k+1 and λ′n−k+2,j ↔ λ′n−k+2,j for 1 ≤ j ≤ n− k
20: update λ′n−k+2,n−k+1 and λ′i,n−k+1, λ

′
i,n−k+2 for n− k + 3 ≤ i ≤ n + k using

the same swap formula as standard LLL
21: k ← k − 1
22: else
23: k ← k + 1
24: end if
25: end while

symplecticity neither does the pair (n + k − 1, n + k)), then the pairs of consec-
utive vectors (bn−k+1,bn−k+2) and (bk−1,bk) are swapped and the counter k
is decremented, otherwise k is incremented. The loop goes on until k eventually
reaches the value n + 1.

Experiments show that this basic symplecticLLL algorithm is already as fast
as LLL in dimension 200, and becomes faster in higher dimension. The quality
of the output basis is similar to the one of StandardLLL. The drop of the GSO
obtained with symplecticLLL is in general smoother (better) than with stan-
dardLLL, because both the basis and its dual are reduced in the same time (see
Figure 1). Note also that the curve of log ‖b∗i ‖ obtained after symplecticLLL is
symmetric because of Corollary 1. We now describe optimizations.

6.4 Optimizations

The following two optimizations do not modify the output of the algorithm, but
considerably speed up the algorithm in practice:
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Fig. 1. Quality of the input basis (log ‖b∗i ‖ as a function of i)
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Early reduction. Let Ci be the 2i-dimensional central projection of the input
basis for 2 ≤ i ≤ n. Suppose that Algorithm4 found the unimodular matrix
Up ∈ Sp(2p,Z) such that UpCp is symplecticLLL reduced and the reduced GSO
λ′p. If we want to reduce the initial Cp+1 using Algorithm4, we know that when
the counter k reaches p + 1 for the first time, the current state Up+1 and λ′p+1

is:

Up+1 =




1 0 0
0 Up 0
0 0 1


 and λ′p+1 =




λn−p,n−p 0
Upλ.,n−p λ′p

λn+p+1,n−p 0


 .

So we can launch Algorithm4 on λ′p+1 with Uinit = Up+1 to finish the reduction.
Using this simple trick for p = 2 to n, the first transformations of Algorithm4
apply to lower dimensional matrices. On NTRU matrices, the execution is almost
two times faster than the basic symplecticLLL. In the Standard LLL algorithm,
the analogue is to update only the first p rows of the GSO, where p is the
maximum index of vectors already modified by the main loop of LLL since the
beginning of the execution.

Integer triangular matrices. This last optimization only works on matrices
for which every ‖b∗k‖2 is an integer (at the beginning). It is the case of all NTRU
public key matrices, and all integer triangular matrices. The key result is that in
the previous algorithm, each λ′p is initially divisible by Dn−p =

∏n−p
i=1 ‖b∗i ‖2. The

only improvement is to use reduced GSO λ′p/Dn−p instead of λ′p in the previous
algorithm. Then the first transformations of Algorithm4 apply to matrices of
lower dimension, but also with smaller coefficients. On NTRU matrices, the
execution becomes almost 4 times faster than the basic symplecticLLL.
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Table 3. Experimental results

2n Standard LLL
in seconds

SympLLL +
Early

reduction in
seconds

SympLLL +
integer triang.

optim. in
seconds

speedup
Early

reduction

speedup
integer
triang.

80 0.73 2.27 1.98 0.32 0.37

166 4.35 6.62 4.46 0.65 0.97

214 8.58 6.13 4.51 1.39 1.90

324 49.4 22.8 12.1 2.16 4.08

526 1195 553 294 2.16 4.06

634 3315 1131 519 3.10 6.38
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