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Abstract In this paper, a privacy preserving authentication protocol
for RFID that relies on a single cryptographic component, a lightweight
stream cipher, is constructed. The goal is to provide a more realistic
balance between forward privacy and security, resistance against denial of
service attacks, and computational efficiency (in tags and readers) than
existing protocols. We achieve this goal by solely relying on a stream
cipher—which can be arbitrarily chosen, for instance a stream cipher
design aimed at extremely lightweight hardware implementations—and
we provide security proofs for our new protocol in the standard model,
under the assumption that the underlying stream cipher is secure.
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1 Introduction

Radio frequency identification, RFID, is a fast expanding technology that allows
for the identification of items in an automated way through attached RFID tags,
i.e. small low-cost devices equipped with an integrated circuit and an antenna.
An RFID system typically consists of three main components: (1) a set of RFID
tags, (2) readers capable of communicating with the RFID tags through their
radio interface, and (3) a centralized or distributed back-end system connected
to the readers through a network. The applications are numerous: automated
management of the supply chain, ticketing, access control, automatic tolls, trans-
portation, prevention of counterfeiting, pets tracking, airline luggage tracking,
library management, only to name a few. Various RFID systems designed to
address these different needs have varying radio and tag power supply char-
acteristics, memory and processing capabilities, and hence costs. Unsurprisingly
with such a broad range of applications and physical characteristics, the security
and privacy needs for RFID systems are quite diverse:

– Though security and privacy were not felt to be important issues in some
initial supply chain management applications where RFID tags were used
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as a mere replacement of bar codes and not delivered to the end consumers,
the emergence of more and more RFID applications where the tags enter the
life of end users (e.g. library management) has resulted in an ever increasing
level of concern regarding the potential compromise of their privacy. The
fear is that through RFID tags attached to the objects she is carrying, a
person might leave electronic tracks of her moves and actions and become
traceable by a malicious party equipped with a radio device.

– Applications such as ticketing or access control where owning an RFID tag
materializes some rights needs to prevent the counterfeiting or impersonation
of legitimate RFID tags, which can for instance result from the cloning of a
legitimate tag or the replay of data previously transmitted by a legitimate
tag. In order to address these security needs, an authentication mechanism
that allows the system to corroborate the identity of the tag is required.

The latter need for security and the former need for privacy are often com-
bined, for instance in the case of ticketing, public transportations, etc. However,
as will be seen in the sequel, accommodating both needs for security and privacy
in RFID systems using adequate cryptographic solutions is not an easy task, pri-
marily because of strong limitations on computing and communication resources
that result in strong cost constraints encountered in most RFID systems, and to
a lesser extent because these two requirements are not easy to reconcile. Security
and privacy in RFID systems have now become a very active research topic in
cryptography, and the design of efficient algorithms and protocols suitable for
such systems is a major challenge in the area of lightweight cryptography.

Authentication, which addresses the above-mentioned security threat, i.e.
preventing the cloning or impersonation of legitimate tags, is probably the most
explored topic in lightweight cryptography. Efficient authentication solutions for
RFIDs are gradually emerging, even for the most constrained settings. To take
into account the strong limitation of computing resources in the tags (3000 GE,
is often considered as the upper limit for the area reserved to the implementation
of security in low-cost RFID tags), dedicated lightweight block ciphers such as
DESXL, PRESENT, and KATAN [35,11,15] have been developed. Such block ci-
phers can be used for authentication purposes in a traditional challenge-response
protocol. Some stream ciphers with a very low hardware footprint, e.g. Grain v1
or Trivium [25,16], are also known to have the potential to lead to extremely
efficient authentication solutions. On the other hand, few explicit stream cipher
based authentication schemes have been proposed so far; an example is the rel-
atively complex stream cipher based protocol from [36] which requires up to six
message exchanges. Lightweight authentication protocols not based on a sym-
metric primitive like SQUASH [47] and the HB family of RFID schemes [34,23]
represent another promising avenue of research, even though it remains a com-
plicated task to identify practical instances from those families resisting all the
partial cryptanalysis results obtained so far [42,21,22,41]. In this paper, we will
use the following distinction between identification and authentication: a pro-
tocol allowing an RFID system to identify a tag, but not to corroborate this



identity and thus resist cloning or impersonation attacks will be named an iden-
tification protocol, while a protocol allowing the system to both identify a tag and
corroborate this identity will be named an authentication protocol or equivalently
an authentication scheme. If an authentication protocol additionally results in
the corroboration by the tag that the RFID reader involved in the exchange is
legitimate, we will call it a mutual authentication protocol.

Privacy preserving identification or authentication protocols for RFID
have also been much researched in the recent years. It is however fair to say that
these still represent a less mature area than mere authentication protocols and
designing realistic lightweight protocols that take into account the constraints at
both the tag and the reader side remains a very challenging problem. Following
the seminal work of [30,33,4,49] definitions and formalizations of various notions
of privacy have been proposed and their mutual links have been explored. With-
out going into the detailed definition of the various privacy notions introduced so
far (a rather comprehensive typology is proposed in [49]), it is worth mentioning
that a basic requirement on any private RFID identification or authentication
protocol is to prevent a passive or active adversary capable of accessing the radio
interface from tracing a tag—i.e. to ensure both the anonymity and the unlinka-
bility of the exchanges of a legitimate tag. This property, named weak privacy by
some authors [49], is easy to provide in a symmetric setting, for example by using
a lightweight block cipher in a challenge-response protocol and trying the keys of
all the tags in the system tags at the reader side in order to avoid transmitting
the identity of the tag before the authentication exchange. A significantly more
demanding privacy property is forward privacy, that is motivated by the fact
that the cost of RFID tags renders any physical tamper resistance means pro-
hibitive. In addition to the former weak privacy requirements, a forward private
protocol must ensure that an adversary capable of tampering with a tag remains
unable to link the data accessed in the tag to any former exchange she might
have recorded. It is easy to see that the former simple example of block cipher
based protocol is not forward private at all. A paradigmatic example of an RFID
identification protocol providing some forward privacy is the OSK scheme [39,40]
which relies on the use by the tag of two one-way hash functions.1

Variants of the OSK scheme turning it into a forward private authentication
protocol have been proposed in [5], thus making it resistant to replay attacks.2
It was however noticed that the OSK protocol and its authentication variants
are vulnerable to Denial of Service attacks (DoS) that desynchronize a tag from
the system. Furthermore, such DoS attacks compromise the forward privacy if
the adversary can learn whether the identification or authentication exchanges
involving a legitimate reader she has access to are successful or not (in this paper

1 One hash function updates the current state of the tag at each identification while
the other derives an identification value from the current internal state. The identi-
fication value received by the reader is then searched in the back-end in hash chains
associated to each tag in the system.

2 A time-memory trade-off speeding up the back-end computations at the expense of
pre-computations was proposed for the original scheme and some of its variants [6].



the conservative assumption that adversaries have access to this side information
is made). An alternative to the OSK family of authentication schemes named
PFP was recently proposed [10] which is based on less expansive cryptographic
ingredients than the one way hash functions involved in OSK (namely a pseudo-
random number generator and a universal family of hash functions) and provably
offers a strong form of forward privacy under the assumption that the maximum
number of authentications an adversary can disturb is not too large. Its main
practical drawback is the significant workload at the reader end.

Our contribution. In this paper, we address the problem of rendering for-
ward private authentication protocols fully practical. We show how to convert
any lightweight stream cipher such as Grain or Trivium into a simple and highly
efficient privacy preserving mutual authentication protocol. Our main motiva-
tion is to find a more realistic balance than existing protocols of the OSK family
or the PFP protocol between forward privacy, resistance to DoS attacks, and
computational efficiency of the tag and the reader. If one accepts to slightly re-
lax the unlinkability requirements in the definition of a forward private protocol
(for that purpose we introduce the notion of almost forward private protocol and
only require our scheme to be almost forward private), we escape the dilemma
between forward privacy and resistance to DoS attacks otherwise encountered
in a symmetric setting. Desynchronisation can no longer occur even if there is
no limitation on the maximum number of authentications an adversary can dis-
turb, and a significant gain in complexity is achieved in the tag and the reader
compared to former schemes. We provide formal proofs in the standard model
that if the underlying stream cipher is secure then our mutual authentication
protocol is correct, secure, and almost forward private.

We provide the definitions of the security and privacy properties required
for an RFID authentication protocol and introduce the security notions needed
in the subsequent proofs in Section 2. We describe our mutual authentication
protocol in Section 3 and prove its security, almost privacy, and correctness in
Section 4. In Section 5, we briefly discuss implementation.

2 Security and privacy model

In this section we introduce a simple security and privacy model inspired from [10],
an adaptation of the more comprehensive typology of security and privacy mod-
els introduced by Vaudenay in [49] to the symmetric setting where (1) the in-
ternal states of the tags are initialized with independent individual secret keys
and (2) these initial internal states are updated throughout the lifetime of the
tags. The main differences with the security and privacy model of [10] lie in the
modification of the definition of a secure protocol to address mutual authentica-
tion instead of authentication (similar to the adaptation of [49] in [43]), in the
adapted definition of correctness to systems with unlimited lifetime, and in the
introduction of a distinction between the notions of forward private protocol and
the slightly relaxed notion of almost forward private protocol.



Assumptions.We denote by N the number of initialized tags of the system.
During their lifetime, initialized tags enter mutual authentication exchanges with
a reader. Each exchange results in (possibly distinct) success or failure outcomes
at both sides. A mutual authentication exchange involving a legitimate tag and
a reader is said to be undisturbed if all messages sent by all parties are correctly
transmitted and neither modified nor lost in either direction. We consider pow-
erful active adversaries capable of tracking an individual tag during a limited
time period named an exposure period, i.e. to identify and read the messages
exchanged by this tag and its reader, to modify these messages while they are
transmitted or to themselves transmit messages viewed by one side as coming
from the opposite side, and finally to access the authentication success or fail-
ure information at both ends (reader and tag) at the completion of a mutual
authentication exchange. In other words, we consider active adversaries capable
of performing man in the middle attacks. We assume that after an exposure
period of a tag, no physical characteristics of the tag nor information unrelated
to mutual authentication exchanges allow an adversary to differentiate it from
any of the N − 1 other tags.

2.1 Security

We say that a mutual authentication protocol is secure if it resists imperson-
ation attacks. An impersonation attack proceeds in two phases. During the first
phase (assumed, without loss of generality, to take place during a single exposure
period) an adversary interacts both with a legitimate reader and a legitimate
tag Ti and is allowed to trigger, observe, and disturb or entirely replace up to
q mutual authentication exchanges involving the tag Ti and the reader, and to
access the outcomes of the authentication (success or failure). During the second
phase, he only interacts with the reader (or with the tag Ti, depending on which
party is being impersonated) and initiates a mutual authentication exchange to
impersonate the tag Ti (respectively the reader). The impersonation succeeds if
the mutual authentication is successful and the adversary is identified as tag Ti
(respectively a legitimate reader).

Definition 1. A mutual authentication protocol is said to be (q, T, ε)-secure iff
for any adversary running in time upper-bounded by T , the probability that an im-
personation attack involving at most q authentication exchanges during phase 1
be successful is at most ε.

2.2 Forward privacy

Let us consider the following forward privacy experiment involving a (q, T )-
privacy adversary A with a running time upper-bounded by T . During a first
phase, A interacts with any two legitimate tags Ti0 and Ti1 , and a legitimate
reader. These interactions happen, without loss of generality, during a single
exposure period of Ti0 and a single exposure period of Ti1 where the adver-
sary is allowed to trigger, observe, and disturb at most q mutual authentication



exchanges involving Ti0 and possibly the reader and at most q mutual authenti-
cation exchanges involving Ti1 and possibly the reader. During a second phase, A
again interacts with a tag Tib randomly selected among the two tags Ti0 and Ti1 ,
and b is concealed to A. First, A is allowed to trigger, observe, and disturb at
most q additional mutual authentication exchanges involving Tib and is given
access to the corresponding mutual authentication outcome (success or failure).
Then, A is given access to the internal state value of Tib . Eventually, A outputs
a guess b′ for the value of b, and succeeds if b′ is equal to b.

Definition 2. An RFID mutual authentication protocol is said (q, T, ε)-private
iff any (q, T )-privacy adversary in the above game has an advantage at most ε:∣∣∣Pr

[
A succeeds

]
− 1

2

∣∣∣ ≤ ε .
We now slightly relax the above forward privacy requirements by introduc-

ing the notion of almost forward privacy We only require that adversaries be
unable to link the internal state recovered when tampering with a tag with any
mutual authentication exchanges involving the tag up to the last successful au-
thentication exchange of the tag. This removes the constraint that adversaries
be unable to link a failed mutual authentication exchange of a tag with its in-
ternal state immediately after the failed exchange. (A similar limitation of the
considered privacy attacks is also encountered in the privacy notion proposed
in [48].) In real life scenarios, almost forward privacy seems to be a relevant
privacy notion. Let us for instance assume that tags are monthly access passes.
To thwart adversaries who first collect information from tags by eavesdropping
legitimate readers or using false readers, and try later on to correlate this in-
formation to (say) thrown tags, almost forward privacy is sufficient in practice.
To define a (q, T )-almost private adversary A, we therefore restrict the former
forward privacy experiment as follows. During a first phase, A interacts with any
two legitimate tags exactly in the same way as in the first phase of the former
definition. Before the second phase, an undisturbed exchange between a legiti-
mate reader and each of the two tags Ti0 and Ti1 takes place and A is assumed
not to have access to this exchange. During the second phase, A interacts with
a tag Tib randomly selected among the two tags Ti0 and Ti1 exactly in the same
way as in the former definition. A is finally given access to the internal state
value of Tib , outputs a guess b′ for the value of b, and succeeds if b′ is equal to b.

Definition 3. An RFID mutual authentication protocol is said to be (q, T, ε)-
almost forward private iff any (q, T )-almost privacy adversary in the above game
has an advantage at most ε:∣∣∣Pr

[
A succeeds

]
− 1

2

∣∣∣ ≤ ε .
2.3 Correctness

We first define the notion of correctness in a setting where the mutual authenti-
cation exchanges of legitimate tags are not disturbed by transmission errors or



by an adversary. In such a setting, the protocol executions of a legitimate tag
Ti must succeed with overwhelming probability, i.e. result in an authentication
success outcome at both sides and a correct identification of Ti by the reader.

Definition 4. An RFID mutual authentication protocol is ε-correct iff for any
legitimate tag Ti, the probability (over the initial secrets of the legitimate tags in
the system and the random numbers chosen during the execution of the protocol)
that an undisturbed execution of the protocol between Ti and a legitimate reader
fails is upper-bounded by ε.

We further extend the former definition of correctness by considering a set-
ting where the mutual authentication exchanges of legitimate tags may be dis-
turbed by a DoS adversary who succeeds if she causes the failure of a mutual
authentication attempt of a legitimate tag with a legitimate reader. This allows
to incorporate resistance to DoS attacks into the definition of correctness. Al-
though we consider a unique adversary, this is not restrictive since situations
where transmission errors occur and/or where mutual authentication exchanges
are disturbed by a coalition of adversaries can be viewed as coming from a sin-
gle adversary. We introduce limitations on the capabilities of the adversary: an
adversary with a running time upper-bounded by T and able to disturb at most
q mutual authentication exchanges is called a (q, T )-adversary.

The correctness experiment proceeds in two phases. During the first phase
the (q, T )-adversary interacts with the whole system. During the second phase,
an undisturbed execution of the protocol between Ti and a legitimate reader
occurs. The adversary succeeds if the mutual authentication protocol execution
fails.

Definition 5. An RFID mutual authentication protocol is said (q, T, ε)-correct
iff the probability (over the initial secrets of the legitimate tags in the system, the
random numbers chosen during the executions of the protocol, and the random
numbers used by the adversary) that an undisturbed execution of the protocol
between any tag Ti and a legitimate reader fails is upper-bounded by ε, even in
the presence of a (q, T )-adversary.

2.4 Definitions and properties

We now introduce a few general security definitions. The starting point for the
construction of our mutual authentication protocol is a stream cipher such as
Grain or Trivium [25,16], that takes a secret key and a non-secret initialization
value (IV) as input and produces a binary sequence (the keystream). An IV-
dependent stream cipher of key length k bits and IV length n bits that produces
a keystream sequence of length up tom bits can be conveniently represented as a
family of functions F = {fK} : {0, 1}n → {0, 1}m indexed by a key K randomly
chosen from {0, 1}k; fK thus represents the function mapping the IV to the
keystream associated with key K. For such an IV-dependent stream cipher to
be considered secure when producing keystreams of length at most m bits, one



usually requires [9] that the associated family of functions F be a pseudo-random
function (PRF). In order to formalize and quantify what we mean by a secure
stream cipher, we therefore need to introduce the notion of PRF distinguisher.

Definition 6 (PRF distinguisher). Let F = {fK} : {0, 1}n → {0, 1}m be a
family indexed by a key K randomly chosen from {0, 1}k. A PRF distinguisher
for F is a probabilistic testing algorithm A modeled as a Turing Machine with
a random tape and an oracle tape, that produces a binary output 0 or 1 and is
able to distinguish a randomly chosen function fK of F from a perfect random
n-bit to m-bit function f∗ with an advantage

AdvPRFF (A) =
∣∣∣Pr
(
AfK = 1

)
− Pr

(
Af
∗

= 1
)∣∣∣

where the probabilities are taken over K and over all the random choices of A.
So we define the (q, T ) PRF advantage for distinguishing the family F as

AdvPRFF (q, T ) = max
{

AdvPRFF (A)
}

where the maximum is taken over all the possible attackers A working in time
at most T and able to query an n-bit to m-bit oracle up to q times. We will call
the family a PRF if this advantage smaller than a threshold for T and q suitably
chosen to reflect realistic upper limits for the resources of an adversary.

Definition 7 (Secure stream cipher). An IV-dependent stream cipher asso-
ciated with a family F = {fK} of IV to keystream functions is (q, T, ε)-secure if
AdvPRFF (q, T ) ≤ ε.

Note that in the above definition of a PRF distinguisher, the experiment
performed by a PRF distinguisher involves a single randomly chosen instance of
F . In the stream cipher based construction presented in this paper, the keystream
output by the stream cipher is however used to produce the key used during the
next invocation of the stream cipher. Therefore the proofs of this construction
require to consider testing experiments involving several instances of F instead
of a single one. We address this issue by introducing the notion of multiple oracle
PRF distinguisher. To avoid some confusions we sometimes use the name single
oracle distinguisher to refer to the former (classical) notion of PRF distinguisher.

Definition 8 (Multiple oracle PRF distinguisher). Let us consider a fam-
ily F = {fK} : {0, 1}n → {0, 1}m indexed by a key K randomly chosen from
{0, 1}k. A multiple oracle PRF distinguisher for f is a probabilistic testing algo-
rithm A distinguishing λ randomly chosen instances fKi of F from λ independent
perfect random n-bit to m-bit functions f∗i (i = 1, . . . , λ) with an advantage

AdvPRFF (A) =
∣∣∣Pr
(
A(fKi )i=1,...,λ = 1

)
− Pr

(
A(f∗i )i=1,...,λ = 1

)∣∣∣
where the probabilities are taken over K and over all the random choices of A.
So we define the (λ, q, T ) PRF advantage for distinguishing the family F as

AdvPRFF (λ, q, T ) = max
{

AdvPRFF (A)
}



where the maximum is taken over all the possible attackers A working in time
at most T and able to query up to λ n-bit to m-bit oracles up to q times each.

Theorem 1 (Link between single and multiple oracle distinguishers).
Let us denote by F = {fK} : {0, 1}n → {0, 1}m a family of functions with
K ∈ {0, 1}k. The resistance of F against λ-oracle distinguishers is related to its
resistance against single-oracle distinguishers attackers via the following formula
(where TF is the time needed to compute one instance of F in one point):

AdvPRFF (λ, q, T − λTF ) ≤ λAdvPRFF (q, T )

Proof. See Appendix A.

Lemma 1 (PRF Product). If F is indistinguishable of F ∗ in time T , with
q queries and with an advantage greater than ε1 and if G is indistinguishable
of G∗ in time T , with q queries and with an advantage greater than ε2 then
F ×G = {fK1 , gK2} : {0, 1}n → {0, 1}m×{0, 1}m is indistinguishable of F ∗×G∗
using q queries, in time T − qTG with an advantage greater than ε1 + ε2.

Proof. See Appendix B.

3 A stream cipher based protocol

3.1 DoS resistance and privacy

To achieve resistance against DoS attacks, a natural idea is to use mutual au-
thentication instead of one way authentication so that the tag only updates its
internal state after the reader has been authenticated. However, as discussed
in [10], it is not possible to aim for full DoS resistance and forward privacy in
symmetric key based protocols. We thus need to find a trade-off and it seems a
reasonable approach to somewhat relax the privacy requirements while keeping
full DoS resistance with mutual authentication. Different protocols have been
designed to achieve both DoS resistance and almost-forward privacy. An exam-
ple in the OSK family is the C2 protocol [12] which reaches this goal by using
cryptographic hash functions. Hash functions are unfortunately prohibitively ex-
pensive for RFID tags and have security properties (e.g. collision resistance) that
are unnecessary in these applications. While the S-protocol [36] has no privacy
goals, an example of a stream cipher based privacy preserving protocol is the
recently proposed protocol O-FRAP and its variants [48] but it does not achieve
almost-forward privacy because it stores a pseudo-random number in the tag
that is transmitted during the last pass of the protocol. Due to this feature, an
attacker can compare the value of the pseudo-random number found by tamper-
ing with a tag with the last pseudo-random number used by an unknown tag to
immediately determine whether it is the same tag or not.
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Figure 1. Our protocol: PEPS

3.2 Our protocol: PEPS

We present a DoS-resistant, almost-forward private mutual authentication RFID
protocol accommodating any secure IV-dependent stream cipher which we call
PEPS: a Private and Efficient Protocol based on a Stream cipher. The stream
cipher is keyed with the current internal state K of the tag. The initial value of
K is randomly selected at the tag initialization and known by the RFID system.
The conducting idea of our design is to use the input expanding PRF G associ-
ated with the stream cipher with input values resulting from random numbers
generated by the tag and the reader in order to (1) generate mutual authentica-
tion responses at both sides and (2) refresh the current internal state of the tag
in a simple three-pass protocol. In order to avoid any desynchronisation due to
lost messages or DoS attacks, the back-end system keeps and updates, for each
active tag Ti of the system, a pair (Ki,Ki

new) of potential current keys for Ti.
More explicitly, let us denote by K the k-bit key and by IV the n-bit IV of

the stream cipher. The stream cipher is used to produce a keystream sequence
G(K, IV ) of length m = 2l + k, where l represents the length of the authen-
tication responses of our protocol, and the keystream G(K, IV ) is viewed as
the concatenation Gt(K, IV )||Gr(K, IV )||Gs(K, IV ) of three subsequences of
respective lengths l, l, and k. Thus Gt and Gr produce l-bit sequences while Gs
produces a k-bit sequence (note that the symbols t, r, and s stand here for “tag”,
“reader”, and “secret”).

When tag Ti is initialized, a random initial internal value Ki
0 is drawn and

installed in the tag. At the back-end side, the current pair (Ki,Ki
new) associated

with tag Ti is initialized with (Ki
0,_). An execution of the mutual authentica-

tion protocol between a tag and a reader is illustrated by Figure 1. It works
as follows: first the reader randomly generates an authentication challenge a of



length n
2 bits and sends it to the tag. At the receipt of a, the tag (whose cur-

rent key value is denoted by K) randomly generates a n
2 -bit number b, derives

the value IV = a||b , and computes G(K, IV ) using the stream cipher. Then
it sends (randt, c)—where c = Gt(K, IV )—to the reader. The reader authenti-
cates the tag by searching a tag index i and a key K

′ ∈ {Ki,Ki
new} such that

Gt(K
′
, IV ) = c. The key K ′ represents the conjectured internal state of the tag

from the reader’s “point of view”. If the reader finds such an index i then the
tag is considered as successfully authenticated as tag Ti, otherwise the outcome
of the authentication exchange is an authentication failure. (In the case of an
authentication failure, the reader can then either terminate the exchange or send
a dummy message back to the tag. This does not matter here due to the fact
that we assume that adversaries have access to the positive or negative authen-
tication outcome anyway.) If the tag has been authenticated as tag Ti the reader
updates the current pair associated with tag Ti to (K

′
, Gs(K

′
, IV )), computes

the reader authentication answer d = Gr(K
′
, IV ) and sends it back to the tag.

At the receipt of the reader’s answer the tag checks whether d = Gr(K, IV ). If
this equality holds, it replaces its current key value K by Gs(K, IV ): the reader
is considered as successfully authenticated and this terminates the mutual au-
thentication exchange. Otherwise it keeps its key value.

4 Security, almost forward privacy, and correctness.

a1 a2 at+1

. . .f1||f2 f1||f2 f1||f2

a1 a2 at+1

· · ·

· · ·

· · ·f∗
1 f∗

2 f∗
t+1 g∗t+1

Figure 2. On the left Ft+1, on the right F ∗
t+1

To prove the security and privacy properties of PEPS, we essentially need to
show that any information available to the attacker defined previously behaves
pseudo-randomly. We denote Gt(K, .)||Gr(K, .) : {0, 1}n → {0, 1}2l by f1

K and
Gs(K, .) : {0, 1}n → {0, 1}k by f2

K . If G is a PRF, {f1
K} and {f2

K} are obviously
also PRFs satisfying the same indistinguishability bounds. Figure 2 shows every
possible output with known or partly chosen input an adversary can access to
in a security or privacy experiment involving PEPS. In other words, attackers of
the system have access to a composed function and we show that this function is
indistinguishable of an ideal one resulting from a sequence of independent perfect



random functions (with the right number of arguments for each coordinate);
these independent random functions are shown in Figure 2. More formally:

Theorem 2 (Composition). If F = {f1
K ||f2

K : {0, 1}n → {0, 1}2l × {0, 1}k}
is a PRF with AdvPRFF (q, T ) ≤ ε then for any integer t

Ft =
{

(a1, . . . , at)→(
f1
K(a1), f1

f2
K(a1)

(a2), . . . , f1
f2
...
f2
f2
K

(a1)
(a2)

(at−1)
(at), f2

f2
...
f2
f2
K

(a1)
(a2)

(at−1)
(at)

)}
is indistinguishable from the ideal function generator

F ∗t = {(a1, . . . , at)→ (f∗1 (a1), f∗2 (a1, a2), . . . , f∗t (a1, . . . , at), g∗t (a1, . . . , at))}

where f∗i : {0, 1}ni → {0, 1}2l and g∗t : {0, 1}nt → {0, 1}k are independent
random functions using q queries, in time T − (t− 1)qTPRF and with advantage
greater than ((t− 1)q + 1)ε.

Proof. See Appendix C.

4.1 Security of the scheme

Theorem 3 (Security). If AdvPRFG (q, T ) ≤ ε then PEPS is (q − 1, T − q(q −
1)TG, εs)-secure with εs = q−1

2
n
2

+ 1
2l

+ (q(q − 1) + 1)ε.

A (q − 1, T )−attacker A against PEPS succeeds if it is authenticated as the
legitimate tag by the legitimate reader or as the legitimate reader by the legit-
imate tag. We will denote the different internal states of the tag through the
different updates during the experiment by Ki, 1 ≤ i ≤ I and A’s queries by xl.
In the first phase the attacker A collects some (Gt(Ki, xl), Gr(Ki, xl)). Then in
the second one it has to guess Gt(KI , x) or Gr(KI , x) when it is challenged by
a legitimate part. We use A to construct a distinguisher B for Fq. We still use
the notation f1

K(x) = Gt(K,x)||Gr(K,x) and f2
K(x) = Gs(K,x). B works as

follows: it simulates a tag and a reader to answer A’s queries using its oracle
F = (f1, f2, . . . , fq, gq). The fi are used to simulate both the tag’s and reader’s
behavior, for example to simulate the tag, B generates a random r and com-
putes some fi(((xj)||(rj))j≤i) as answers or verifies an equality to know if the
state should be updated, in this case B keeps in memory the challenge a which
provokes the update, adds it to the list ai of its memories challenges and will use
the next coordinate with the tuple ((ai)i) for the first arguments for the sequel of
the simulation. Finally if in the second phase the value computed by A matches
the correct value as verified by B using an additional query then B outputs ‘1’
(i.e. it guesses F ∈ Fq), otherwise it outputs ‘0’ (i.e. it guesses F ∈ F ∗q ). Clearly
B uses q queries and runs in the same time as A and since AdvPRFG (q, T ) ≤ ε,
Theorem 2 upper bounds B’s advantage by ((t − 1)q + 1)ε with t = q. So A’s



success probability is upper bounded by (q(q − 1) + 1)ε + εr where εr is the
maximum of the success probability of a (q − 1, T − q(q − 1)TG)-attacker in the
case where he has access to F ∗q . In this case it is obvious that the best strategy
for an attacker is to make the state of its target constant and to make the same
challenges each time, hoping that the last challenge will be equal to one of the
previous ones. So in the random case an attacker has a probability of success
upper bounded by q−1

2
n
2

+ 1
2l

where the first term corresponds to the case where
the last challenge is equal to one of the previous ones and the second term is the
probability of a random guess of an unknown challenge. This ends the proof.

In order to allow the reuse of this security result in the proof of correctness,
hereafter, we introduce an extended notion of security. The adversary is now
considered successful if it manages to be successfully authenticated as one of the
legitimate tags of the system or as a legitimate reader. We have the following:

Theorem 4. If AdvPRFG (q, T ) ≤ ε then in a system with N tags and a legitimate
reader PEPS is (q−1, T−q(q−1+N)TG, εS)-secure (under the extended security
notion introduced above) with εS = q−1

2
n
2

+ N
2l

+N(q(q − 1) + 1)ε.

Proof. A (q− 1, T )−attacker A which interacts with different tags has access to
different instances of Fq so we use it to derive a multiple oracle distinguisher
against Fq with N instances (B needs to ask each instance corresponding to
each tag in the system to simulate the reader), using at most q queries to each
and working in time T − q(q − 1 + N)TG with a similar process than in the
proof of Theorem 3. As TFq = qTF , Theorem 1 upper bounds B’s advantage
by N(q(q − 1) + 1)ε and a similar proof to the one of Theorem 3 upper bounds
the advantage of an attacker running in time T − q(q − 1 + N)TG against the
system in the case where the oracles are random by q−1

2
n
2

+N
2l
, where the first term

corresponds to the probability that the last challenge from the target matches
a previous one and the second term is the probability of a random guess of an
unknown challenge among the N tags.

4.2 Almost forward privacy of the scheme

Theorem 5 (Almost forward privacy). If AdvPRFG (2q+1, T ) ≤ ε then PEPS
is (q, T ′, εf )-almost forward private with T ′ = T − q(2q+1)TG and εf = q

2
n
2 −1 +

1
2l−1 + 2(q(q + 1) + 1)ε+ (2q + 1)((2q(2q + 1) + 1) + ((2q + 1)(q − 1) + 1))ε.

Proof. We consider a (q, T ′)-privacy attacker A with advantage εa and we need
to prove that εa ≤ εf . As this is obvious if εa ≤ 2εs = q

2
n
2 −1 + 1

2l−1 +2(q(q+1)+1)ε
we assume that εa ≥ 2εs. We are using the notation F ∗i,j = F ∗i × F ∗j and Fi,j =
Fi × Fj . We will denote by α the number of updates of the state of the tag
Tb during the almost forward privacy experiment conducted by A. We use A
to derive a distinguisher B between {Fi,q} and {F ∗i,q} for a randomly chosen
integer i such that 1 ≤ i ≤ 2q + 1. B uses its oracle to simulate the system to
A as previously, B works in the same time than A and uses 2q + 1 queries. If
α 6= i (which means that B cannot answer correctly when A asks the internal



state) then B aborts the simulation and returns a random guess. We note Q the
event that α = i and S the event that the undisturbed execution of the protocol
between Tb and the reader has been successful. In the case where we have both S
and Q, then B perfectly simulates the behavior of the system so its probability
of success is exactly that of A. In the sub-case where B’s oracle is in F ∗α,q, the
oracles used in phase 2 are independent random functions that are independent
of the random functions used in phase 1, and so the probability of success of A is
exactly 1

2 . By Lemma 1, ((2q(2q+1)+1)+ ((2q+1)(q− 1)+1))ε upper-bounds
the advantage of B. Since the probability that the undisturbed execution of the
protocol at the beginning of phase 2 does not succeed is upper-bounded by the
probability that a (q, T ′)-attacker against the security of the scheme succeeds in
phase 1, Theorem 3 shows that it is upper bounded by q

2
n
2

+ 1
2l

+(q(q+1)+1)ε.
Now we have Pr

[
Bf = 1

]
= 1

2q+1Pr
[
Bf = 1|Q

]
+ (1 − 1

2q+1 ) 1
2 together with

Pr
[
Bf = 1|Q

]
= Pr[S]Pr

[
Bf = 1|S,Q

]
+ Pr

[
¬S
]
Pr
[
Bf = 1|¬S,Q

]
which

implies Pr
[
BfK∈Fi,q = 1|Q

]
≥ εa + 1

2 − εs and Pr
[
Bf
∗∈F∗i,q = 1|Q

]
≤ 1

2 + εs.
Therefore we have

∣∣Pr
[
BfK∈Fi,q = 1

]
− Pr

[
Bf
∗∈F∗i,q = 1

]∣∣ ≥ 1
2q+1 (εa − 2εs) so

εa ≤ (2q + 1)AdvPRFFi,q (B) + 2εs which concludes the proof.

4.3 Correctness of the scheme

Theorem 6 (Correctness). If AdvPRFG (q, T ) ≤ ε with T ≥ NTc+(1+2N)TG
then PEPS is (q − 1, T − q(q − 1 +N)TG, εc)-correct where Tc denotes the time
needed to store the answer of one oracle and εc = 2Nε + N(N−1)

2l
+ q−1

2
n
2

+ N
2l

+
N(q(q − 1) + 1)ε.

Proof. We denote the current key pair for tag Ti by (Ki
1,K

i
2) instead of (Ki,Ki

new)
to simplify the notation of the proof. The failure of the final authentication can
only come from two scenarii: the attacker has provoked an undesired update
during the first phase or a collision occurs during the final authentication and
provokes the incorrect identification of Ti as another tag. As the first event has
a probability bounded by Theorem 4 we only need to upper bound the probabil-
ity of a collision. To upper bound the probability of a collision between a given
Gt(Ki, x) and Gt(Ki

′

b , x) we construct a multiple oracle distinguisher B for F2

which queries each of its N instances fi of its oracle with one random query x
and compare for each i the values fi(x). If B finds a collision between the first
l bits of the first coordinate of fi0 with the first l bits of the first or the second
coordinate of another fi then it guesses F2 otherwise it guesses a truly random
function generator. B works in time NTc ≤ T − (1 + 2N)TG. As previously
AdvPRFF2

(B) ≤ 2Nε. For a truly random function generator the probability of a
collision is upper bounded by N(N−1)

2l
so the probability of the collision in the

case of F2 is upper bounded by N(N−1)
2l

+ 2Nε. We add these probabilities with
the probability of an impersonation attack of a (q−1, T−q(q−1+N)TG)-attacker
in the whole system by the attacker to find εc.



5 Efficient implementation of PEPS

The eSTREAM project [18] has lead to the design of several stream ciphers
which offers very lightweight hardware implementation [24]. The hardware foot-
print of some implementations of Grain and Trivium (two stream ciphers with
a hardware profile selected in the eSTREAM portfolio) is quite low: Grain uses
1294 GE, Trivium 2580 GE, both conjecturing an 80-bit security. It is also possi-
ble to use stream ciphers offering some provable security arguments and efficient
implementations. An example is QUAD [8] also conjecturing 80-bit security for
instances of the algorithm requiring less than 3000 GE to implement [1].

Also, note that a very interesting feature of our design is that it allows for
an easy bit by bit processing. Therefore, when the key and IV setup of the
underlying stream cipher also loads the key and the IV bit by bit, it is possible
to implement the protocol inside the tag with just a few additional GE for the
storage of the next key K. To see this, note that once the key is loaded, the
tag can load its seed b at the same time as it outputs it. Then, it switches to
keystream production mode and outputs c bit by bit. Finally, as it inputs d, it
checks it by comparing it bit by bit to the keystream bits it produces. Eventually,
if d was correct, it accumulates the next key in a buffer. In the case of Grain with
an 80-bit secret key, this strategy only increases the size by about 4 × 80 GE,
leading to an overall implementation of size about 1700 GE.

6 Conclusion

We presented an RFID protocol that provably achieves both DoS-resistance and
a very strong form of privacy, close to the notion of forward privacy. Our protocol
can be instantiated with any secure stream cipher, and choosing a stream cipher
that admits a very low hardware complexity demonstrated that our protocol is
also suitable for the highly constrained setting of RFID systems.
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A Proof of Theorem 1

We show that, if for a given λ ≥ 1 there exists a multiple oracle distinguisher A
for {fK} using λ oracles and asking at most q queries to each, of computing



time lower than T ′ = T − λTPRF , and of advantage of at least ε, then there is
a single oracle distinguisher B able to distinguish {fK} with an advantage of at
least ε

λ , asking at most q queries and of computing time lower than T ′+λTPRF .
We use a classical proof technique relying on an hybrid argument. For 0 ≤ i ≤ λ,
K1, . . . ,Ki denote randomly chosen values of {0, 1}k at random if i ≥ 1 and the
empty list if i = 0, f1, . . . , fλ−i random functions if i ≤ λ − 1 and the empty
list if i = λ. Let xij (1 ≤ j ≤ q) denote the challenges of {0, 1}n chosen by
A (the challenges (xij) with 1 ≤ j ≤ q are given to the ith oracle). Let Xi be
the following λm-bit random vector:

(
(fK1(x

1
j ))j=1,...,q, . . . , (fKi(x

i
j))j=1,...,q,

(f1(xi+1
j ))j=1,...,q, . . . , (fλ−i(xλj ))j=1,...,q

)
.

We use the conventions that (fl(xlj))j=1,...,q;l=1,...,λ−i represents the empty
string for i = λ and (fKl(x

l
j))j=1,...,q;l=1,...,i represents the empty string for i = 0.

We see that X0 is the random vector obtained by A when the oracles are random
functions,Xλ is the vector obtained by A when the oracles are chosen from {fK},
and the Xi are intermediate between X0 and Xλ. Let pi denote the probability
that A accepts while receiving a vector Xi to his challenges. The hypothesis
about algorithm A is |p0 − pλ| ≥ ε.

Algorithm B works as follows: given an oracle f , it randomly selects an
integer i0 such that 1 ≤ i0 ≤ λ and i0 − 1 random values K1, . . . ,Ki0−1. When
receiving the challenges (xij) from A with 1 ≤ i ≤ i0 − 1 he returns to A the
values fKi(xij). When receiving the challenges (xi0j ) from A, B sends them to
its oracle f and forwards the answers f(xi0j ) to A. When receiving the chal-
lenges (xij) from A with i0 + 1 ≤ i ≤ λ he chooses q(λ − i0) random values rkl
(with λ − i0 ≤ k ≤ λ and 1 ≤ l ≤ q) such that if xko1 = xko2 then rko1 = rko2 .
These random values are used to simulate λ− i0 random functions f1, . . . , fλ−i0
to A. To summarize, B constructs and sends to A the λm-bit vector Yi defined as:(
fK1(x

1
1), . . . , fK1(x

1
q), . . . , fKi−1(x

i−1
q ), f(xi1), . . . , f(xiq), f1(x

i+1
1 ), . . . , fλ−i(xλq )

)
.

If the oracle given to B is a perfect random function then the vector Yi is dis-
tributed in the same way as Xi−1. On the other hand, if the oracle given to B
belongs to {fK} then the vector is is distributed in the same way as Xi.

To distinguish {fK} from a perfect random function generator, B calls A with
input Yi and outputs A’s output. Since

∣∣Prf
[
B(f) = 1

]
− PrfK

[
B(fK) = 1

]∣∣ can
be written as ∣∣∣∣∣ 1λ

λ∑
i=1

pi−1 −
1
λ

λ∑
i=1

pi

∣∣∣∣∣ = 1
λ
|p0 − pλ| ≥

ε

λ
,

B distinguishes {fK} from a perfect random function generator with probability
at least ε

λ in time at most T ′ + λTPRF .

B Proof of Lemma 1

To upper bound the advantage of a (q, T − qTG)-adversary A, we consider the
intermediate situation where the oracle function is (f∗, gK) and f∗ is a random
function. The triangular inequality gives: AdvPRFF×G(A) ≤ |Pr(AfK ,gK = 1) −



Pr(Af
∗,gK = 1)| + |Pr(Af

∗,gK = 1) − Pr(Af
∗,g∗ = 1)|. We bound each term by

expressing it as the advantage of a distinguisher against F or G. For the first
term, we consider a single oracle distinguisherB against F constructed as follows:
first it chooses a random K, then having access to an oracle f it answers the
challenges xi of A with (f(xi), gK(xi)). Clearly Pr(Bf

∗
= 1) = Pr(Af

∗,gK = 1)
and Pr(BfK = 1) = Pr(AfK ,gK = 1) and as B works in the same time as A plus
q computations of gK , the first term is bounded by ε1. For the second term, we
consider a single oracle distinguisher C against G constructed as follows: having
access to an oracle g it answers the queries xi of A with (yi, g(xi)) where yi are
random values simulating a random function and so xi = xj ⇒ yi = yj . Clearly
Pr(Bg

∗
= 1) = Pr(Af

∗,g∗ = 1) and Pr(BgK = 1) = Pr(Af
∗,gK = 1) and as B

runs in the same time as A, the second term is bounded by ε2.

C Proof of Theorem 2
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Figure 3. Intermediate setting

We prove by induction. The case t = 1 is trivial. To establish the property
at rank t we consider the intermediate situation where the oracle function is
(a1, . . . , at+1)→ (f∗1 (a1), . . . , f∗t (a1, . . . , at), f1

g∗t (a1,...,at)
(at+1), f2

g∗t (a1,...,at)
(at+1))

where the f∗i and g∗t are independent random functions (see Figure 3). Let A be
a single oracle distinguisher against Ft+1 using q queries and working in time
T ′ = T − tqTPRF . Its advantage is upper-bounded by the triangular inequality:

AdvPRFFt+1
(A) ≤ |Pr(A

f1
K(.),f1

f2
K

(.)
(.),...,f1

f2...
f2
f2
K

(.)
(.)

(.)(.),f
2
f2...

f2
f2
K

(.)
(.)

(.)(.))

= 1)

−Pr(Af
∗
1 (),f∗2 (),...,f∗t (),f1

g∗t (.,...,.)(.),f
2
g∗t (.,...,.)(.) = 1)|

+|Pr(Af
∗
1 (),f∗2 (),...,f∗t (),f1

g∗t (.,...,.)(.),f
2
g∗t (.,...,.)(.) = 1)− Pr(A(f∗1 (),...,f∗t (),f∗t+1(),g

∗
t+1()) = 1)|

To bound the first term by ((t−1)q+1)ε we notice that it is the advantage of
the single oracle distinguisher B against Ft constructed as follows. B’s oracle is
a (t+ 1)-tuple of functions denoted by g = (g1, . . . , gt+1) (where gi for 1 ≤ i ≤ t



has i arguments and gt+1 has t arguments). B launches A and answers any oracle
query (a1, . . . , at+1) of A by returning the value

(g1(a1), . . . , gt(a1, . . . , at), f1
gt+1(a1,...,at)

(at+1), f2
gt+1(a1,...,at)

(at+1)).

Finally B outputs A’s output. Clearly B works in time T ′ + qTPRF and its
advantage is exactly equal to the first term. The induction hypothesis on the
indistinguishability of Ft provides the claimed upper bound.

To bound the second term by qε we show that it is the advantage of the mul-
tiple oracle distinguisher C against F build as follows. Each of the λ = q oracles
queried by C is a pair hl = (h1

l , h
2
l ) of single argument functions. C launches A

and answers any of the q queries ((xji )1≤j≤t, yi) of A as follows: first it chooses
an I ∈ {1, . . . , λ} as a random function of (xji )1≤j≤t, then chooses a qt-tuple
(rji )(1≤i≤q,1≤j≤t) of values so that for all 1 ≤ i ≤ q, 1 ≤ j ≤ t, r

j
i is a random func-

tion of (xj
′

i )1≤j′≤j , and finally returns to A the value ((rji )1≤j≤n, h
1
I(yi), h

2
I(yi))

and outputs A’s output. C works in the same time as A.
When C’s oracles are chosen into F as it is equivalent to choose a key among

q random keys K1, . . . ,Kq by selecting a random function of (a1, . . . , at) as index
in {1, . . . , q} and to choose as a key g∗(a1, . . . , at) ∈ {0, 1}k where g∗ is a perfect
random function we have

Pr(C(f1
Ki
,f2
Ki

)i=1,...,q = 1) = Pr(A
f∗1 (),f∗2 (),...,f∗t (),f1

f∗
t+1(.,...,.)(.),f

2
f∗
t+1(.,...,.)(.) = 1).

When C’s oracles are perfect random functions, as it is equivalent (as long
as at most q distinct t tuples (a1, . . . , at) are considered) to choose a perfect
random function of (a1, . . . , at+1) and to choose a perfect random function of
at+1 among q parametrized by a perfect random function of (a1, . . . , at), we have

Pr(C(h∗i )i=1,...,q = 1) = Pr(A(f∗1 (),...,f∗t (),f∗t+1(),g
∗
t+1()) = 1).

The inequality AdvPRFF (C) ≤ AdvPRFF (q, q, T − tqTPRF ) ≤ qAdvPRFF (q, T −
(t−1)qTF ) ≤ qAdvPRFF (q, T ) of Theorem 1 gives the upper bound of the second
term and concludes the proof.


