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Abstract. Inner-product encryption (IPE) provides fine-grained access control
and has attractive applications. Agrawal, Freeman, and Vaikuntanathan (Asiacrypt
2011) proposed the first IPE scheme from lattices by twisting the identity-based
encryption (IBE) scheme by Agrawal, Boneh, and Boyen (Eurocrypt 2010). Their
IPE scheme supports inner-product predicates over Rµ, where the ring is R = Zq.
Several applications require the ring R to be exponentially large and, thus, they
set q = 2O(n) to implement such applications. This choice results in the AFV IPE
scheme with public parameters of size O(µn2 lg3 q) = O(µn5) and ciphertexts of
size O(µn lg3 q) = O(µn4), where n is the security parameter. Hence, this makes
the scheme impractical, as they noted.
We address this efficiency issue by “untwisting” their twist and providing another
twist. Our scheme supports inner-product predicates over Rµ where R = GF(qn)
instead of Zq. Our scheme has public parameters of size O(µn2 lg2 q) and cipher-
texts of size O(µn lg2 q). Since the cardinality of GF(qn) is inherently exponential
in n, we have no need to set q as the exponential size for applications.
As side contributions, we extend our IPE scheme to a hierarchical IPE (HIPE)
scheme and propose a fuzzy IBE scheme from IPE. Our HIPE scheme is more ef-
ficient than that developed by Abdalla, De Caro, and Mochetti (Latincrypt 2012).
Our fuzzy IBE is secure under a much weaker assumption than that employed
by Agrawal et al. (PKC 2012), who constructed the first lattice-based fuzzy IBE
scheme.
Keywords. predicate encryption, (hierarchical) inner-product encryption, lattices,
learning with errors, full-rank difference encoding, pseudo-commutativity.

1 Introduction

Background: Predicate encryption (PE) gives fine-grained access control beyond identity-
based encryption (IBE). In a PE scheme, a receiver corresponding to a key attribute v
can decrypt a ciphertext corresponding to a ciphertext attribute w if and only ifP(v,w) =
1, where P is a predicate.

Katz, Sahai, and Waters [30] introduced inner-product encryption (IPE), which is
PE that supports the inner-product predicate: that is, predicate PIPE : Rµ × Rµ → {0, 1},
where R is a finite ring, defined as PIPE( #„v , #„w) = 1 if and only if #„w⊤ #„v = 0. They
showed that several predicates, for example, equalities, hidden-vector predicates, poly-
nomial evaluations, and CNF/DNF formulae, can be encoded as an inner product that
exemplifies the serviceability of IPE. Following their work and by exploiting the prop-
erties of the pairing on composite-number or prime order groups, recent studies on IPE



have enhanced security or introduced compact schemes [30,36,31,37,10,40,38,39], and
have left an open problem of constructing IPE from other assumptions, say, factoring,
decisional Diffie-Hellman (DDH), or the learning with errors (LWE) assumptions.

In 2011, Agrawal, Freeman, and Vaikuntanathan [6] overcame the hurdle, i.e., the
problem of constructing IPE without pairing. They proposed the first IPE scheme based
on the LWE assumption [46] and left three open problems: improving security, effi-
ciency, and functionality.

Let us focus on the second problem, the efficiency issue. Their scheme supports an
inner-product predicate over R = Zq, and has public parameters of size Θ(µn2 lg3 q)
and ciphertexts of size Θ(µn lg3 q + ℓ lg q), where n is the security parameter, µ is the
dimension of the vector space, and ℓ is the length of a message. (In what follows, we
will ignore Θ(ℓ lg q).) This seems satisfactory for actual use.

In several applications of IPE, we require exponentially large R (see below). To
implement such applications, Agrawal et al. set q = 2O(n) [6, Section 6]. This setting
results in the length of ciphertext Θ(µn4), which shows the impracticality of the scheme
in the real world.

Motivated by applications: We were motivated to improve the efficiency by applica-
tions of IPE that require large R, which we discuss here. Roughly speaking, we require
the ring R to be exponentially large in order to implement an application when we have
to take AND (logical conjunction) of predicates by using the technique proposed by
Katz, Sahai, and Waters [30]1. Since the existing pairing-based IPE serves inner prod-
ucts over the ring R = Zq or ZN , where q,N is an exponential of a security parameter,
there are no problematic issues. Unfortunately, the exponential magnitude of R makes
the AFV IPE scheme impractical, since the length of the ciphertext is the cubic order of
lg (#R) = lg q.

We have several attractive applications that are implemented by IPE with logical
conjunctions. These include CNF formulae [30], hidden vector encryption [15], which
serves a comparison and a range query on a small set, and wild-carded IBE [1]. We will
review and discuss the applications of IPE schemes in the full version.

Moreover, for a realistic scenario, we will treat a colossal set as a domain of the
predicate, e.g., one billion users (109 ≈ 230), addresses of IPv6 (2128), verification keys
of one-time signature (2128–), and hash values of SHA3 candidates (2256–2512). In such
a situation, even the equality predicate requires logical conjunctions to split them into
chunks in R.

Hence, we should make IPE efficient even for exponentially large R for the IPE
applications.

1 Suppose that we have two implementations of two predicates f and g; one is embedded as #„v f

and #„w f , and the other is embedded as #„v g and #„wg. The Katz-Sahai-Waters (KSW) technique
embeds f ∧ g into two vectors #„v f∧g = ( #„v f ,

#„wg) and #„w f∧g = (r f
#„v f , rg

#„wg), where r f , rg

are chosen uniformly at random from R. The inner product of #„v f∧g and #„w f∧g is r f
#„w⊤f

#„v f +

rg
#„w⊤g

#„v g. If the two inner products are 0, that is, two predicates f and g are true, then the inner
product becomes 0. The inversion is not true; if not, then the inner product is not 0 without
probability, say, 1/#R. This shows that R should be exponentially large, say, at least 280 from
the security requirement.
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1.1 Our Contribution

Our main contribution is to improve the efficiency of the AFV IPE scheme. More for-
mally, we construct an IPE scheme under the LWE assumption, which supports an
inner-product predicate over the field GF(qn) instead of Zq and has public parameters
of size Θ(µn2 lg2 q) and ciphertexts of size Θ(µn lg2 q + ℓ lg q). Since the cardinality
of GF(qn) is qn = 2Ω(n), and GF(qn) is a field, we can set q = poly(n) even for the
above applications. We note that Agrawal et al. [6, Section 6] expected the ring-LWE
assumption [32] to resolve the issue, but we solve it without the ring-LWE assumption.

In addition, we have two side contributions; One is an extension of hierarchical
inner-product encryption (HIPE) [36], which implies spatial encryption (SE) [14,29,21].
We apply our techniques to again drastically improve the existing HIPE scheme from
lattices [3] in the case of exponentially large R. The other is a fuzzy IBE (FIBE) scheme
over a small universe {0, 1} from IPE under the LWE assumption with conservative
parameters, whereas the existing fuzzy IBE scheme from lattices are under the LWE
assumption with sub-exponential parameters [5].

Comparison: Since the description size of the public parameters is n times that of
ciphertexts, we compare the efficiency of the schemes by the length of the ciphertext.
For simplicity, we let Lours and LAFV denote the lengths of ciphertexts of our scheme
and the AFV scheme, respectively.

When q = poly(n), our scheme improves the size by only a factor of lg q = O(lg n)
(Lours = Θ(µn lg2 q) and LAFV = Θ(µn lg3 q)). Moreover, if we restrict #„v in a small
domain, say, {0, 1}µ, then LAFV = Θ(µn lg2 q), and there is no improvement.

On the other hand, if we set #R = 2Θ(n) to implement applications, the improvement
is drastic: Lours = Θ(µn lg2 q) since # GF(qn) = 2Ω(n) and LAFV = Θ(µn lg3 q) = Θ(µn4)
since they need to set q = 2Θ(n). In this case, efficiency is improved by a factor of Õ(n3).

Next, we compare the FIBE schemes with a small universe; that is, their identi-
ties are binary vectors of length N. Agrawal, Boyen, Vaikuntanathan, Voulgaris, and
Wee [5] proposed a FIBE scheme based on the LWE assumption with sub-exponential
parameters. They restricted N = nϵ with ϵ ∈ (0, 1/2) in order to obtain the security un-
der the hardness of lattice problems. Their scheme is based on the worst-case hardness
of lattice problems of approximation factor 2O(N) = 2O(nϵ ) with a subexponential-time
algorithm. The length of their ciphertext is Θ(Nm lg q) = Θ(N2n lg2 n).

On the contrary, our scheme enjoys flexible N = poly(n) and a weaker assumption,
which is the worst-case hardness of lattice problem of approximation factor Õ(n4.5).
The length of our ciphertext is O(N2n lg2 n), which is the same as theirs.

We note that Agrawal et al. also extended their scheme to support identity space
(Zn

q)N without changing parameters or the assumption (see [5, Appendix B]).

On the ring-LWE assumption: We finally note that there are the variants of the ABB
IBE schemes based on the ring-LWE assumption and the variants of the AFV IPE
scheme also [35,34], which yield certain exponentially large R. Our technique is or-
thogonal to their techniques and improves the variants of the AFV IPE scheme by a
factor of lg q. We will describe concrete schemes in the full version.
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1.2 Related Works

IPE was introduced by Katz, Sahai, and Waters [30], who gave a fully attribute-hiding
but selectively secure IPE scheme based on the composite-order pairings. Following
them, several researchers proposed (H)IPE schemes based on the pairings [36,31,37,10,38,39].

On IPE based on lattices, Agrawal et al. [6] constructed the first IPE scheme which
is selectively secure and weakly attribute hiding under the LWE assumption. Another
study on a lattice-based HIPE scheme was done by Abdalla, De Caro, and Mochetti [3],
who extended the AFV IPE scheme to a HIPE scheme. They also proposed two exten-
sions of the HIPE scheme, a wild-carded IBE scheme and a CCA secure HIPE scheme.
The CCA2 construction exemplifies the requirement of large R, since, in the construc-
tion, the attribute space of the basic scheme includes a one-time verification key as
required for the CHK conversion [13].

Another line of study of IPE is initiated as spatial encryption (SE) defined by Boneh
and Hamburg [14]. Hamburg [29] observed that HIPE and SE are strongly related, and
Chen, Lim, Ling, and Wang [21] gave explicit property-preserving conversions between
them, which enable us to treat SE schemes as (H)IPE schemes. For SE, see Hamburg’s
thesis [29].

From the perspective of lattice-based encryption beyond IBE, we refer to fuzzy IBE
schemes by Agrawal et al. [5], a revocable IBE scheme by Chen, Lim, Ling, Wang, and
Ngyuen [22], and an attribute-based encryption scheme by Boyen [16].

1.3 Overview of Our Construction

We give an overview of our construction. For simplicity, we focus on the construction
of IPE and omit HIPE. After briefly explaining the basics and the AFV IPE, we present
our ideas for “half untwisting” and “half twisting.”

The basics: We first review the “dual” public-key encryption (PKE) scheme proposed
by Gentry, Peikert, and Vaikuntanathan [26] (or the Peikert KEM [41]). Their public
key is a random matrix A ∈ Zn×m

q . The ciphertext is a vector close to the lattice Λq(A) =
{z ∈ Zm : z ≡ A⊤s for some s ∈ Zn

q}. The secret key is a short basis of Λ⊥q (A) = {z ∈
Zm : Az ≡ 0}, which enables us to recover a lattice vector in Λq(A) from a vector close
to Λq(A). Cash, Hofheinz, Kiltz, and Peikert [20] proposed the first IBE scheme based
on the lattices in the standard model.

After that, Agrawal, Boneh, and Boyen [4] proposed a lattice analogue of the Boneh–
Boyen IBE [12] (and that of the Waters IBE [48]). Let id = w = w0 + w1X + · · · +
wn−1Xn−1 ∈ GF(qn). Let H be an invertible (or full-rank) difference encoding [23] that
maps a polynomial in GF(qn) to an n by n matrix of elements in Zq. 2 In the ABB IBE

2 Originally, H is called as “full-rank difference” encoding [23]. Recently, this concept was gen-
eralized for composite q and others [35,8]: The one of reviews suggested to call it “invertible
difference” and the author follows. We say that H : R→ Zn×n

q is invertible difference if for any
distinct w , w′ ∈ R, matrix H(w) − H(w′) ∈ Zn×n

q is invertible (rather than the matrix has rank
n). See Section 4 for a concrete construction.
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scheme, the public parameters consist of A0, A1, and B, and the encryption lattice for
id is

Λid = Λq(A0 | A1 + H(id) · B).

The master has a short basis for Λ⊥q (A0), and it can generate secret keys for Λ⊥id using
the basis sampling techniques as in [20]. For the security proof, we require H to be
invertible difference.

The “twist” by Agrawal, Freeman, and Vaikuntanathan: Agrawal, Freeman, and Vaikun-
tanathan [6] gave a novel twist on the ABB IBE [4] and obtained an IPE scheme.

In the AFV IPE scheme, the encryption lattice for ciphertext-attribute vector #„w ∈ Zµq
is defined as

Λ #„w = Λq

(
A0 | A1 + w1B | · · · | Aµ + wµB

)
.

The ciphertext is a vector c = (c0, . . . , cµ) ∈ (Zm
q )µ+1 close to Λ #„w .

They define the mapping F#„v : (Zm
q )µ+1 → (Zm

q )2 as

F#„v (c0, c1, . . . , cµ) =
(
c0,
∑µ

i=1vici

)
∈ Z2m

q

for decryption, where F means “fold.” Notice that, if #„v is a short vector, e.g., #„v ∈
{0, 1}µ ⊂ Zµq, then F#„v (c) is a vector close to the lattice

Λ #„v , #„w = Λq

(
A0
∣∣∣ ∑µi=1vi(Ai + wiB)

)
= Λq

(
A0
∣∣∣ ∑µi=1vi Ai + ( #„w⊤ #„v )B

)
.

If #„w⊤ #„v = 0 then the masking term, ( #„w⊤ #„v )B, vanishes. The secret key for #„v ∈ Zµq is
defined as a short basis of Λ⊥q (A0 |

∑µ
i=1 vi Ai).

They also gave a binary decomposition technique for #„v of long norm, which ex-
pands the public parameters and ciphertext by a factor of lg q: they replaced #„w and #„v
with #„w ′ = (1, 2, . . . , 2k−1) ⊗ #„w , where k =

⌈
lg q
⌉

and ⊗ denotes the standard tensor
product, and #„v ∈ Zµq with #„v ′ ∈ {0, 1}µk such that #„w⊤ #„v = ( #„w ′)⊤ #„v ′. This technique is
already exploited in the constructions of fully homomorphic encryption [19,18,17].

Our Ideas: Here, we present our two ideas for changing R from Zq to GF(qn).

Half untwist: We first change the domain of attributes #„w from Zµq to GF(qn)µ, while
#„v ’s domain is the same as the original, Zµq ⊂ GF(qn)µ.

Let us turn back to the invertible difference encoding H, which appeared in the ABB
IBE but was omitted from the AFV IPE. We have the following facts on the typical
construction of H : GF(qn)→ Zn×n

q :

– Fact 1: H maps w ∈ Zq ⊆ GF(qn) to H(w) = wIn, where In is the n-dimensional
identity matrix.

– Fact 2: H is Zq-linear and is an isomorphism from GF(qn) to a field contained in
Zn×n

q .
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From Fact 1, we have wB = wInB = H(w) ·B. We can rewrite the encryption lattice
of the AFV IPE for #„w ∈ Zµq ⊆ GF(qn)µ as

Λ #„w = Λq(A0 | A1 + H(w1 + 0X + · · · + 0Xn−1)B | · · · | Aµ + H(wµ + 0X + · · · + 0Xn−1)B).

We discover the hidden H in the AFV IPE and find (n − 1) empty slots for each i ∈ [µ].
Now, we can change the domain of ciphertext-attribute vector #„w from Zµq to GF(qn)µ.

We naturally define Λ #„w for #„w = (w1, . . . ,wµ)⊤ ∈ GF(qn)µ as

Λ #„w = Λq(A0 | A1 + H(w1)B | · · · | Aµ + H(wµ)B).

For a short key vector #„v ∈ Zµq ⊂ GF(qn)µ and a ciphertext c = (c0, . . . , cµ) close to Λ #„w ,
we observe that F#„v (c) = (c0,

∑µ
i=1 vicv) is close to

Λ #„w , #„v = Λq

(
A0
∣∣∣ ∑µi=1vi(Ai + H(wi) · B)

)
= Λq

(
A0
∣∣∣ ∑µi=1vi Ai + H( #„w⊤ #„v ) · B

)
,

where the latter equality follows from the linearity of H (Fact 2). If #„w⊤ #„v = 0 then
H( #„w⊤ #„v ) = O. By using a short basis of Λ⊥q (A0 |

∑µ
i=1 vi Ai), one can decrypt the

ciphertext if the inner product is 0. Otherwise, the masking matrix H( #„w⊤ #„v ) ·B survives
and H( #„w⊤ #„v ) is invertible.

Half twist: We next change the domain of #„v from Zµq to GF(qn)µ.
We observe that the proof of security by Agrawal et al. [6] does not require ran-

domness of B. Hence, we can safely replace a random matrix B with a very structured
matrix G = In ⊗ (1, 2, 22, . . . , 2k−1) as in Micciancio and Peikert [35], where ⊗ denotes
the Kronecker product, and k =

⌈
lg q
⌉
,

We exploit the structure of G and define a new encoding, H′ : GF(qn) → {0, 1}m×m

(see Section 4), which gives pseudo-commutativity with respect to G and H, that is, for
any v ∈ GF(qn), it holds that G · H′(v) = H(v) · G.

We apply the above idea and new encoding to the half untwist version of the AFV
IPE. The encryption lattice for #„w is Λ #„w = Λq(A0 | A1+H(w1) ·G | · · · | Aµ+H(wµ) ·G)
as in the previous version. We modify the key-extraction and decryption algorithms for
#„v = (v1, . . . , vµ) ∈ GF(qn)µ. In decryption, a ciphertext (c0, . . . , cµ) is folded up by
H′(vi) instead of vi, that is,

F′#„v (c0, . . . , cµ) =
(
c0,
∑µ

i=1ci · H′(vi)
)
.

By the pseudo-commutativity, the sum F′#„v (c0, . . . , cµ) is a vector close to the lattice

Λ #„w , #„v = Λq

(
A0
∣∣∣ ∑µi=1

(
Ai + H(wi) · G

) · H′(vi))
= Λq

(
A0

∣∣∣ ∑µi=1 Ai · H′(vi) +
∑µ

i=1H(wi) · H(vi) · G
)

= Λq

(
A0
∣∣∣ ∑µi=1 Ai · H′(vi) + H( #„w⊤ #„v ) · G

)
,

since the matrix norm of H′(vi) ∈ {0, 1}m×m is at most m. The secret key is a short basis
of lattice Λ⊥q (A0 |

∑µ
i=1 Ai · H′(vi)).

We note that the binary-decomposition technique is built into our new encoding H′

and the structured matrix G. Therefore, we can save the lg q factor introduced by the
binary decomposition in the AFV IPE scheme.
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2 Preliminaries

A security parameter is denoted by κ. We use the standard O-notations, O, Θ, Ω, and
ω. We use capital bold symbols A, B,C for matrices. In particular, In denotes an n by n
identity matrix. We use lower-case bold symbols a, b, c for vectors. In addition, we use
over-arrows to denote ciphertext- and key-attribute vectors as #„w , #„v . We use lower-case
fraktur symbols a, b, c for polynomials and elements of GF(qn). The abbreviations DPT
and PPT stand for deterministic polynomial time and probabilistic polynomial time. For
any integer q ≥ 3, we write Zq for the ring {−(q− 1)/2, . . . ,−1, 0, 1, . . . , (q− 1)/2} with
addition and multiplication modulo q.

A function f (κ) is said to be negligible if f (κ) = κ−ω(1). We denote a set of negligible
functions by negl(κ). For a positive integer n, [n] denotes {1, 2, . . . , n}. For x ∈ R, we
define ⌊x⌉ = ⌈x − 1/2⌉ as the integer closest to x. For x = (x1, . . . , xℓ) ∈ Rℓ, we define
⌊x⌉ as (⌊x1⌉ , . . . , ⌊xℓ⌉) ∈ Zℓ. For two matrices X ∈ Rm×n1 and Y ∈ Rm×n2 , [X | Y] ∈
Rm×(n1+n2) is the concatenation of the columns of X and Y. For two matrices X ∈ Rm1×n

and Y ∈ Rm2×n, [X; Y] ∈ R(m1+m2)×n is the concatenation of the rows of X and Y. For
a vector x ∈ Rm, ∥x∥p denotes the ℓp norm of x. For ease of notation, we omit the
subscript if p = 2.

For matrix X = [x1 . . . xn], X̃ denotes the Gram-Schmidt orthogonalization of X.
For a matrix X = [x1; . . . ; xm] ∈ Rm×n, ∥X∥row = maxi ∥xi∥. For a matrix X ∈ Rm×n,
s1(X) denotes the largest singular value of X; we have that s1(X) = supu∈Rn,∥u∥=1 ∥Xu∥ =
supu′∈Rm,∥u′∥=1 ∥X⊤u′∥. For two matrices X ∈ Rn×m and Y ∈ Rm×k, we have s1(XY) ≤
s1(X) · s1(Y). We also have for any X ∈ Rn×m, ∥X∥row, ∥X⊤∥row ≤ s1(X). Finally, for ring
R and positive integer n, GLn(R) denotes the set of n by n invertible matrices whose
entries in R.

Distribution: We recall distributions in the lattice-based cryptography. For a distribu-
tion χ, we often write x ← χ, which indicates that we take a sample x from χ. For a fi-
nite set S , U(S ) denotes the uniform distribution over S . The Gaussian distribution with
mean 0 and variance s2, denoted by N(0, s2), is defined by density function (1/s

√
2π) ·

exp(−x2/2s2) over R. For α ∈ (0, 1) and positive integer q, we define the discretized
Gaussian Ψ̄α as: take sample x from N(0, α2/2π) and output ⌊qx⌉ mod q. For positive
real s, the n-dimensional Gaussian function is defined as ρs(x) = exp(−π∥x∥2/s2). For
positive real s and countable set A, the discrete Gaussian distribution DA,s is defined by
DA,s(x) = ρs(x)∑

y∈A ρs(y) .

2.1 Lattices

A (full-rank) lattice in Rn is Λ = {∑n
i=1 xibi : xi ∈ Z}, where b1, . . . , bn ∈ Rn are linearly

independent over Rn. Matrix B = [b1 . . . bn] is a basis of lattice Λ. For A ∈ Zn×m
q and

u ∈ Zn
q, we define lattices and their shift:

Λq(A) = {y ∈ Zm : ∃s ∈ Zn
q such that y ≡ A⊤s (mod q)},

Λ⊥q (A) = {e ∈ Zm : Ae ≡ 0 (mod q)},
Λu

q(A) = {e ∈ Zm : Ae ≡ u (mod q)}.
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We recall the property of very structured matrix G.

Theorem 2.1 (Adapted version of [35, Theorem 4.1]). Let q ≥ 2, n ≥ 1, k =
⌈
lg q
⌉
,

and m̄ = nk be integers. Let g = (1, 2, . . . , 2k−1) ∈ Zk and G = In ⊗ g. Then the lattice
Λ⊥q (G) has a known basis S ∈ Zm̄×m̄ with ∥S̃∥ ≤

√
5 and ∥S∥ ≤ max{

√
5,
√

k}.

Recently, Micciancio and Peikert introduced a new notion of “trapdoors” for lat-
tices. Let m = m̄ + nk, where k =

⌈
lg q
⌉
. We review their notion of trapdoors.

Definition 2.1 (Adapted, [35, Definition 5.2]). Let A ∈ Zn×m
q and G ∈ Zn×w

q be ma-
trices with m ≥ w ≥ n. We say a matrix R ∈ Z(m−w)×w is a G-trapdoor with tag
H ∈ GLn(Zq) ⊆ Zn×n

q if A [R; Iw] = HG. The quality of the trapdoor is measured
by s1(R).

Theorem 2.2. We borrow the following algorithms in [35], which are improvements of
those in the literature [7,26,9,4,42]. We set k =

⌈
lg q
⌉

and m = m̄ + nk for simplicity of
notation.

GenTrapD(Ā,H): Given a matrix Ā ∈ Zn×m̄
q , an invertible matrix H ∈ GLn(Zq), and a

distribution D over Zq, it outputs A = [Ā | HG − ĀR] ∈ Zn×(m̄+nk)
q and its trapdoor

R ∈ Zm̄×nk
q with tag H, where R is chosen from distribution D.

In particular, we often set q as an odd prime, m̄ = n lg q+ω(lg κ), D = U({−1,+1}),
and choose Ā from Zn×m̄

q uniformly at random. These settings yield the obtained
matrix A as negl(κ)-uniform and s1(R) ≤ C(

√
m̄ +

√
nk) with overwhelming prob-

ability.
SampleD(R, A,H,u, s): The input is A ∈ Zn×m

q , its trapdoor R ∈ Zm̄×nk
q with tag H ∈

GLn(Zq), and a target vector u, and Gaussian parameter s >
√

s1(R)2 + 1 ·
√

7 ·
ω(
√

lg n). It outputs x according to a distribution statistically close to DΛu
q (A),s;

roughly speaking, it samples x from Dm
Z,s conditioned on Ax = u.

2.2 Assumption

The learning with errors (LWE) problem proposed by Regev [46] is a generalization of
the learning parity noise (LPN) problem.

For vector s ∈ Zn
q and distribution χ over Zq, let A(s, χ) be a distribution over Zn

q×Zq

defined by taking samples a← Zn
q and x← χ, and outputting (a, a⊤s + x).

Definition 2.2 (The LWE problem and assumption). For integer q = q(n) and dis-
tribution χ over Zq, the learning with errors problem, LWE(q, χ), distinguishes oracle
A(s, χ) from oracle U(Zn

q × Zq) for uniformly random s ∈ Zn
q.

We say the LWE assumption holds if for any PPT adversaryA, its advantage

AdvA,LWE(q,χ)(n) =
∣∣∣Pr[AA(s,χ)(1n) = 1] − Pr[AU(Zn

q×Zq)(1n) = 1]
∣∣∣ = negl(n),

where s← Zn
q.
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It is well-known that under (quantum) reductions, solving the LWE problem on
average is as hard as the worst case of the approximation version of the shortest inde-
pendent vector problem, SIVPγ, and the decision version of the shortest vector problem,
GapSVPγ, where γ is an approximation factor for appropriate parameters. In particular,
we have a reduction with parameter χ = Ψ̄α, αq ≥ 2

√
n, and γ = Õ(n/α). See [46,41]

for details.

3 Predicate Encryption

We review the syntax of predicate encryption.

Definition 3.1. Let P : Φ × Σ → {0, 1} be a predicate where Φ and Σ denote “key
attribute” and “ciphertext attribute” spaces. A predicate encryption scheme for P is a
fourtuplet of algorithms.

Setup(1κ)→ (pp,msk): The setup algorithm takes as input security parameter 1κ and
outputs public parameters pp and master secret key msk.

Extract(msk, ϕ)→ dkϕ: The extraction algorithm takes as input msk and key attribute
ϕ ∈ Φ. It outputs decryption key dkϕ.

Enc(pp, σ,M)→ ct: The encryption algorithm takes as input pp, ciphertext attribute
σ ∈ Σ, and message M ∈ M. It outputs ciphertext ct.

Dec(pp, dkϕ, ct)→ M or ⊥: The decryption algorithm takes as input decryption key
dkϕ and ciphertext ct. It outputs either M ∈ M or rejection symbol ⊥.

We define slightly weak correctness for decryption. For any ϕ ∈ Φ, σ ∈ Σ, and M ∈ M,
if P(ϕ, σ) = 1 then

Pr
[
M = M̃ :

(pp,msk)← Setup(1κ); dkϕ ← Extract(msk, ϕ);
ct ← Enc(pp, σ,M); M̃ ← Dec(pp, dkϕ, ct);

]
is overwhelming probability and if P(ϕ, σ) = 0 then

Pr
[
M̃ = ⊥ :

(pp,msk)← Setup(1κ); dkϕ ← Extract(msk, ϕ);
ct ← Enc(pp, σ,M); M̃ ← Dec(pp, dkϕ, ct);

]
is overwhelming probability. As in [6], our construction satisfies the different correct-
ness condition: the latter condition is replaced with the condition that if P(ϕ, σ) = 0
then Dec(pp, dkϕ, ct) is computationally indistinguishable from a uniformly random el-
ement inM. One can use a suitable message padding to obtain the original correctness,
if an IPE scheme has message space {0, 1}ℓ for sufficiently large ℓ.

We next review the security definition of predicate encryption. Roughly speaking,
we say that a PE scheme is weakly attribute hiding in a selective attribute setting
against chosen-plaintext attacks (wAH-sA-CPA), if any adversary cannot distinguish
Enc(pp, σ0,M0) or Enc(pp, σ1,M1), where σ0 and σ1 are declared at the initialization,
even if the adversary can query the decryption key dkϕ for P(σ0, ϕ) = P(σ1, ϕ) = 0.
The precise definition follows:
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Definition 3.2 (wAH-sA-CPA security). Let PE be a predicate encryption scheme,A
an adversary, and κ a security parameter. The experiment between a challenger and
adversaryA, Exptwah-sa-cpa

A,PE (1κ), is defined as follows:

Initialization: Given security parameter 1κ, run adversary A with 1κ. Receive two
ciphertext attributes σ0, σ1 ∈ Σ from A. Run (pp,msk) ← Setup(1κ). Flip a coin
b← {0, 1}.

Learning Phase: Feed pp to adversary A. Adversary A could issue queries to the
following oracles in any order and many times except for the constraint regarding
oracle Challenge.

– Oracle Extract receives key attribute ϕ ∈ Φ subject to the restriction that
P(ϕ, σ0) = P(ϕ, σ1) = 0. If so, it obtains dkϕ ← Extract(msk, ϕ) and provides
A with dkϕ.

– Oracle Challenge receives two messages M0 and M1. It obtains C ← Enc(pp,
σb,Mb) and providesA with C.

Eventually,A halts after it outputs its decision, b′ ∈ {0, 1}.
Finalization: Output 1 if b′ = b. Otherwise, output 0.

We define the advantage ofA as

Advwah-sa-cpa
A,PE (κ) =

∣∣∣∣Pr[Exptwah-sa-cpa
A,PE (1κ) = 1 | b = 0] − Pr[Exptwah-sa-cpa

A,PE (1κ) = 1 | b = 1]
∣∣∣∣ .

We say that PE is weakly attribute hiding against chosen-plaintext attacks in selective
attribute setting (wAH-sA-CPA-secure) if Advwah-sa-cpa

A,PE (κ) is negligible for every PPT
adversaryA.

4 Pseudo-Commutativity of Invertible Difference Encoding

In this section, we define H and Hg such that, for any a, H(a) · G = G · Hg(a) holds
and s1(Hg(a)) is small. We first recall the polynomial rings. After a reminder of the
invertible difference encoding, we define its companion Hg.

4.1 Quick Reminder of Rings

Consider a finite ring R = Zq[X]/⟨g⟩, where g ∈ Zq[X] is monic and of degree n. If q is
prime and g is irreducible over Zq, ring R is the field GF(qn).

We define the mapping τ : R→ Zn
q by a = a0+a1X+. . . an−1Xn−1 7→ (a0, . . . , an−1)⊤.

By this mapping (as known as “coefficient embedding”), we can identify a polynomial
in R with a vector in Zn

q. We next define Rot : R→ Zn×n
q by

a = a0 + a1X + . . . an−1Xn−1 7→ [τ(a) τ(aX) . . . τ(aXn−1)],

which is borrowed from Micciancio [33]. We note that

Rot(a) · τ(b) = τ(ab),Rot(a) · Rot(b) = Rot(ab), and Rot(a) + Rot(b) = Rot(a + b),

and, thus, Rot is a ring-homomorphism from R into Zn×n
q .
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4.2 Invertible Difference Encoding H

Lattice-based cryptography often employs an encoding H : GF(qn) → Zn×n
q for prime

q, e.g., [43, due to Micciancio] and [4]. Hereafter we stick to prime q.
We say that H is an invertible difference if for any two distinct polynomials a , a′ ∈

GF(qn), the difference of outputs, H(a) − H(a′), is always invertible.
In this paper, we employ explicit H defined by H(a) := Rot(a). It holds that H(a) −

H(a′) = H(a−a′) for any a , a′. If a−a′ is a unit, that is, a , a′ ∈ GF(qn), then H(a−a′)
is also a unit in Zn×n

q . In addition, we note that for any constant a ∈ Zq ⊂ GF(qn),
H(a) = aIn.

4.3 New Encoding Hg

We define a new encoding, denoted by Hg, that maps an element in GF(qn) to matrices
in {0, 1, . . . , b − 1}nk×nk and gives pseudo-commutativity with G and H.

Let b ≥ 2 be a positive integer and let B be the range {0, 1, . . . , b − 1} ⊂ Zq. We
define k =

⌈
logb q

⌉
and g = (1, b, . . . , bk−1). The gadget matrix G in [35] is defined by

G = In⊗g =


—g—

—g—
. . .

—g—

 =

1 b . . . bk−1

1 b . . . bk−1

. . .

1 b . . . bk−1

 ∈ Zn×nk
q .

For a ∈ Zq, we define b-ary decomposition of a by dg(a) = (a1, . . . , ak)⊤ ∈ Bk, on which
we have that g · dg(a) =

∑k
i=1 ai · bi−1 = a.

We define Hg(a) as the b-ary decomposition of H(a). More formally, we first define
the mapping Dg by

Dg : a ∈ Zq 7→ [dg(a) dg(ba) . . . dg(bk−1a)] ∈ Bk×k.

By the definition of Dg, we have that g · Dg(a) = (a, ba, . . . , bk−1a) = a · g, which is a
source of the pseudo-commutativity. Next, we extend the domain of Dg to any matrix
A = {ai, j} ∈ Zn×m

q as follows:

Dg(A) =


Dg(a1,1) Dg(a1,2) . . . Dg(a1,m)
Dg(a2,1) Dg(a2,2) . . . Dg(a2,m)
...

...
. . .

...
Dg(an,1) Dg(an,2) . . . Dg(an,m)

 ∈ Bnk×mk.

Finally, we define Hg that maps a polynomial into a matrix as follows:

a = a0 + a1x + · · · + an−1xn−1 ∈ GF(qn) 7→ Dg(Rot(a)) ∈ Bnk×nk.

The mapping Hg has two properties that are crucial for our construction. One is
pseudo-commutativity with G and H and the other is a small matrix norm.

Lemma 4.1. Let G = In ⊗ g ∈ Zn×nk
q . It holds that, for any a ∈ GF(qn), G · Hg(a) =

H(a) · G.
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Proof. We show that for any matrix A ∈ Zn×n
q , G · Dg(A) = A · G, where A = [a1 |

· · · | an]. We divide the matrices into k submatrices; G · Dg(A) = [L1 | · · · | Lk] and
A ·G = [R1 | · · · | Rk], where Li, Ri ∈ Zn×n

q . It is easy to check that Li = ai ⊗ g = Ri for
any i. ⊓⊔

Lemma 4.2. For any a ∈ GF(qn), ∥Hg(a)∥row ≤ (b−1) ·
√

nk and s1(Hg(a)) ≤ (b−1)nk.

Proof. Since Hg ∈ Bnk×nk, the maximal length of the rows is at most (b − 1)
√

nk. The
latter bound is obtained by the upper bound on the length of (b− 1) · 1 · u, where 1 is an
nk-dimensional all-1 matrix and u is a unit vector. ⊓⊔

4.4 On the Case Composite q

Although we have stuck to prime q here, lattice-based cryptography often employs q =
pe, say q = 2k, or q =

∏
i pi for small prime pi for the sake of easiness and speed of

implementations. Therefore, one would extend our technique into such cases.
Micciancio and Peikert [35, Section 6.1 of the ePrint version] and Alperin-Sheriff

and Peikert [8, Section 5.1] defined an encoding H : Zq[X]/⟨g⟩ → Zn×n
q , where g is a

monic degree-n polynomial in Z[X] and irreducible modulo every prime p dividing q.
In their constructions, H is a ring homomorphism from R = Zq[X]/⟨g⟩ into Zn×n

q . Thus,
if u ∈ R is a unit, then H(u) is invertible. In general, H(u) is not invertible even for
non-zero u ∈ R \ R∗.

This property suffices for public-key encryption, IBE, and signature, but, may trou-
ble designers of predicates. If one can ensure that the inner product results in either a
unit or zero of R, one can employ the above techniques.

4.5 On the Ring-LWE Setting

When q is a prime, then we can extend our new encoding into the ring-LWE setting [32].
Let us consider the cyclotomic ring R = Z[X]/⟨Φm(X)⟩, where Φm(X) denotes the m-th
cyclotomic polynomial. Let n be the degree of Φm(X). For any poly(n)-bounded prime
q, we let Rq = R/qR.

The Micciancio–Peikert algorithm in the ring-LWE setting: Let g = (1, b, . . . , bk−1) ∈
Rk

q. In the ring setting, we will use g directly instead of G. Let us set R = Zq[X]/⟨g⟩ ≃
GF(qn) as in the LWE case.

Micciancio and Peikert [34] defineR to be R-module 3 by extending the ideas in [35,
Section 6.1 of the ePrint version] and [8, Section 5.1]. Formally speaking, for a ∈ R and
b ∈ R, scalar multiplication a⊙ b ∈ R is defined by σ−1(a ·σ(b)) ∈ R, where σ : R → R
is an additive isomorphism. (Notice that R and R are additively isomorphic to Zn

q.) By
the construction, R is an R-module and a acts as the linear transformation over R. Now,
the trapdoor of a ∈ Rm̄+k

q with tag h ∈ R is short R ∈ Rm̄+k
q satisfying a = [ā | h⊙ g− āR].

We can define the new encoding hg : R → Rk×k in a similar way to the LWE case. We
defer the details to the full version.

3 We say R is R-module if for any r, s ∈ R and any x, y ∈ R, we have r(x + y) = rx + ry,
(r + s)x = rx + sx, (rs)x = r(sx), and 1R x = x.
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Langlois and Stehlé [47] also pointed out another way. Let us consider the case that
n is even and Φm(X) is split into two polynomials f1 and f2 of degree n/2 which are
irreducible over Zq. In such a case, we have Rq ≃ Zq[X]/⟨f1⟩ × Zq[X]/⟨f2⟩ ≃ GF(qn/2)2.
We let R = GF(qn/2) and consider H : R→ Rq as follows:

We first define a duplicating function dp : GF(qn/2) → GF(qn/2)2 as a 7→ (a, a).
By the Chinese remainder theorem, we have invertible mapping τ : Zq[X]/⟨Φm(X)⟩ →
Zq[X]/⟨f1⟩ × Zq[X]/⟨f2⟩ as a 7→ (a mod g1, a mod g2). Then, we define the full-rank
difference encoding from GF(qn/2) to Rq as H = τ−1 ◦ dp. By the construction, H is an
isomorphism from GF(qn/2) to a sub-ring of Rq, which is a field.

Now, the trapdoor of a ∈ Rm̄+k
q with tag h ∈ R is R ∈ Rm̄+k

q satisfying a = [ā |
H(h)g − āR]. We can define the new encoding Hg : R → Rk×k

q in a similar way to the
LWE case. We defer the details to the full version.

5 Our Construction

We describe our IPE scheme that supports inner-product predicates over GF(qn)µ. The
scheme is obtained by applying our ideas in the introduction to the AFV IPE scheme.
The extension to HIPE is deferred to the full version.

Let κ ∈ N be a security parameter. Let µ be the length of predicate and attribute
vectors. Let n be a dimension of lattices and let q and m be the parameters that define
the matrices. Let g = g(x) ∈ Zq[x] be a monic, irreducible polynomial of degree n that
explicitly defines GF(qn).

For simplicity, we set b = 2, B = {0, 1}, and k = k(κ, µ) =
⌈
lg q
⌉
. Other choices

are possible. For simplicity, we let ζ = ζ(n) denote a fixed ω(
√

lg n) function. Let
s = s(κ, µ) and α = α(κ, µ) be positive reals that define the Gaussians.

5.1 Construction

Setup(1κ, n, q,m, ℓ, s, α, g, k): On input a security parameter 1κ and additional parame-
ters:
1. Generate a random matrix with a trapdoor by running (A, RA)← GenTrap(1κ,

q, n,m).
2. Choose µ uniformly random matrices Bi ← Zn×nk

q for i ∈ [µ].
3. Choose a random matrix U = [u1 | · · · | uℓ]← Zn×ℓ

q .
Output pp = ((n, q,m, ℓ, s, α, g, k), A, {Bi},U) and msk = (RA, pp).

Extract(pp,msk, #„v ): On input a key-attribute vector #„v = (v1, . . . , vµ)⊤ ∈ GF(qn)µ:
1. Define the matrices B#„v =

∑µ
i=1 Bi · Hg(vi) ∈ Zn×nk

q and A#„v = [A | B#„v ] ∈
Zn×(m+nk)

q .
2. Sample vectors e1, . . . , eℓ by using the master secret key RA; Formally, for i =

1, . . . , ℓ, take sample ei ← SampleD(RA, A#„v , I,ui, s).
3. Set E#„v = [e1 | · · · | eℓ]. (Notice that A#„v · E#„v = U.)

Output dk#„v = E#„v .
Enc(pp, #„w ,m): On input pp, a ciphertext-attribute vector #„w = (w1, . . . ,wµ)⊤ ∈ GF(qn)µ,

and a message m ∈ {0, 1}ℓ:
1. Choose a random vector s← Zn

q.
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2. Set c0 ← A⊤s + x0, where x0 ← χm.
3. Set c′ ← U⊤s + x′ + ⌊q/2⌋m, where x′ ← χℓ.
4. For i = 1, . . . , µ; sample Ri ← {−1,+1}m×nk and set ci ← (Bi + H(wi) · G)⊤s +

R⊤i x0 ∈ Znk
q .

5. Output ct = (c0, c1, . . . , cµ, c′).
Dec(pp, dk#„v , ct): On input pp, a decryption key E#„v , and ct = (c0, . . . , cµ, c′):

1. Compute c#„v ←
∑µ

i=1 Hg(vi) · ci.
2. Let c← [c0; c#„v ] ∈ Zm+m̄

q .
3. Compute d ← c′ − E⊤#„v c mod q and output ⌊(2/q)d⌉ mod 2.

Remark 5.1. In the following, we will take the noise of c0 and c′ from χ = Ψ̄α. We
note that Ψ̄α has a good tail bound on the inner product and this is why we employ the
conservative distribution Ψ̄α.

We can replace the distribution Ψ̄α with DZ,σ. We then change the noises xi with
xi ← Dnk

Z,r where r =
√
∥x0∥2 + nkσ2 ·ζ as in the CCA2 secure PKE scheme in [35]. The

problem LWE(n, q,DZ,√2·αq) is as hard as LWE(n, q, Ψ̄α), which is shown by Gordon,
Katz, and Vaikuntanathan [28, Lemma 1] employing [42, Theorem 3.1]. Hence, even if
we change the noise distribution from Ψ̄α to DZ,√2αq, we can reduce the security to the
lattice problems.

5.2 Correctness, Security, and Parameters

The scheme is correct and secure as the following theorems.

Theorem 5.1. Let χ = Ψ̄α. Suppose that s > 4Cm · ω(
√

lg n) and (αq · ω(
√

lg κ) +√
m/2) · 4Cµsm2 < q/5. Then our scheme is correct.

Theorem 5.2. Let m = 2n lg q + ω(lg κ) and s ≥ 3Cµm1.5 · ω(
√

lg n). Suppose that
the LWE(n, q, χ) assumption holds. Then, the scheme is selectively and weakly attribute
hiding.

The proofs are obtained by merging those of [6] and [35]. We defer the proofs to the
full version of the paper.

Parameter settings: Let us summarize the constraints on the parameters:

– To satisfy the correctness (Theorem 5.1), we require that χ = Ψ̄α, s > 4Cmω(
√

lg n),
and (αq · ω(

√
lg κ) +

√
m/2) · 4Cµsm2 < q/5. For example, we can take q =

Ω(µm5/2s) and α ≤
(
µm2s · ω(

√
lg κ)
)−1

to satisfy the above condition with qα ·
ω(
√

lg κ) =
√

m/2.
– From the security (Theorem 5.2), we obtain the bound that m = 2n lg q + ω(lg κ)

and s ≥ 3Cµm1.5 · ω(
√

lg n).
– In order to reduce the security to the worst-case hardness of lattice problems, we

require that qα > 2
√

n and 1/α = poly(n).
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For example, the following setting fulfills the above requirements:

k =
⌈
lg q
⌉
, ζ = ω(

√
lg(2m)), m = 3n lg q,

s = 3Cµm1.5 · ζ, q = 60C2µ2 · m4 · ζ, α = (120C2µ2 · m3.5 · ζ2)−1.

By these settings, the security is based on the worst-case hardness of GapSVPγ or
SIVPγ, where γ = Ω̃(µ2n4.5), while the AFV scheme is based on that with γ = Ω̃(µ2n4).
(We note that if the AFV scheme also employs the Micciancio–Peikert trapdoor [35] as
we did, γ is reduced to Ω̃(µ2n3.5).)

In our scheme, the size of the public parameter is nm lg q + µn2k lg q + ℓn lg q =
Θ(µn2 lg2 q) = Θ̃(µn2), and the size of the ciphertext is m lg q + µnk lg q + ℓ lg q =
Θ(µn lg2 q), where ℓ denotes the length of plaintexts.

6 Fuzzy Identity-based Encryption

In this section, we construct a FIBE scheme from a weakly attribute-hiding IPE scheme
in general way. We first review the embedding of exact threshold by Katz, Sahai, and
Waters. If the IPE scheme hides attribute weakly, we can take logical disjunction in a
lazy way as Waters pointed out [6, Remark 5.1 of the ePrint version].

Exact threshold: For binary vector #„x ∈ {0, 1}N , Hw( #„x ) denotes a Hamming weight of
#„x , that is, the number of 1 in #„x . For binary vectors #„a , #„x ∈ {0, 1}u, the exact threshold
predicate is denoted by Pth

=t(
#„a , #„x ) and outputs 1 if and only if Hw( #„a & #„x ) = t, where &

denotes the logical conjunction. Suppose that t < q. Katz, Sahai, and Waters [30] gave
an embedding Pth

=t into Pipe as follows:

µ = N + 1, #„v = ( #„a , 1) ∈ Zµq, and #„w = ( #„x ,−t) ∈ Zµq.

We have that #„w⊤ #„v = 0 if and only if Hw( #„a & #„x ) = t.

6.1 Construction

Now, we implement FIBE on small universe {0, 1} from IPE. Let {0, 1}N be a space of
identities. The threshold predicate over {0, 1}N is defined by Pth

≥t(
#„a , #„x ) = 1 if and only

if Hw( #„a & #„x ) ≥ t.
We observe that the above predicate can be written as

∨N
i=t Pth

=i(
#„a , #„x ). Hence, re-

peating ciphertexts of an IPE scheme that supports the relations Pth
=i for i = t, . . . ,N, we

can implement a FIBE scheme by the relation Pth
≥t.

When we employ our IPE scheme, the obtained scheme has a ciphertext of length
(N− t+1) ·O(Nm lg q) = O(N2n lg2 q) and enjoys the security reduced to the worst-case
hardness of lattice problems with approximation factor Õ(n4.5).
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Comparison: Agrawal et al. already presented FIBE schemes from lattices [5]. Their
small-universe construction is defined with the identity space {0, 1}N as in our case.
They gave concrete parameter settings for ϵ ∈ (0, 1/2) as follows:

N = nϵ , q ∈ [n625N , 2n625N],m = n1.5 ≥ 5n lg q, and α = 2
√

m/q = 1/(25nϵ · poly(n)).

The length of the ciphertext is N · O(m lg q) = O(n1.5+2ϵ lg n). The security is reduced
to the worst-case hardness of 2O(nϵ )-approximating gapSVP or SIVP using 2O(nϵ )-time
algorithms, which is stronger assumption than that we employ.

We finally note that, their scheme allows identity space (Zn
q)u without drastic changes

of parameters whereas our scheme cannot.
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