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Abstract. We consider randomized encodings (RE) that enable encod-
ing a Turing machine Π and input x into its “randomized encoding”
Π̂(x) in sublinear, or even polylogarithmic, time in the running-time of
Π(x), independent of its output length. We refer to the former as sublin-
ear RE and the latter as compact RE. For such efficient RE, the standard
simulation-based notion of security is impossible, and we thus consider
a weaker (distributional) indistinguishability-based notion of security:
Roughly speaking, we require indistinguishability of Π̂0(x0) and Π̂0(x1)
as long as Π0, x0 and Π1, x1 are sampled from some distributions such
that Π0(x0),Time(Π0(x0)) and Π1(x1),Time(Π1(x1)) are indistinguish-
able.
We show the following:
– Impossibility in the Plain Model: Assuming the existence of

subexponentially secure one-way functions, subexponentially-secure
sublinear RE does not exists. (If additionally assuming subexponentially-
secure iO for circuits we can also rule out polynomially-secure sub-
linear RE.) As a consequence, we rule out also puncturable iO for
Turing machines (even those without inputs).

– Feasibility in the CRS model and Applications to iO for
circuits: Subexponentially-secure sublinear RE in the CRS model
and one-way functions imply iO for circuits through a simple con-
struction generalizing GGM’s PRF construction. Additionally, any
compact (even with sublinear compactness) functional encryption
essentially directly yields a sublinear RE in the CRS model, and
as such we get an alternative, modular, and simpler proof of the
results of [AJ15,BV15] showing that subexponentially-secure sublin-
early compact FE implies iO. We further show other ways of instan-
tiating sublinear RE in the CRS model (and thus also iO): under the
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subexponential LWE assumption, it suffices to have a subexponen-
tially secure FE schemes with just sublinear ciphertext (as opposed
to having sublinear encryption time).

– Applications to iO for Unbounded-input Turing machines:
Subexponentially-secure compact RE for natural restricted classes
of distributions over programs and inputs (which are not ruled out
by our impossibility result, and for which we can give candidate
constructions) imply iO for unbounded-input Turing machines. This
yields the first construction of iO for unbounded-input Turing ma-
chines that does not rely on (public-coin) differing-input obfuscation.

1 Introduction

The beautiful notion of a randomized encoding (RE), introduced by Ishai and
Kushilevitz [IK00], aims to trade the computation of a “complex” (deterministic)
function Π on a given input x for the computation of a “simpler” randomized
function—the “encoding algorithm”—whose output distribution Π̂(x) encodes
Π(x) (from whichΠ(x) can be efficiently decoded, or “evaluated”). Furthermore,
the encoding Π̂(x) should not reveal anything beyond Π(x); this is referred to
as the privacy, or security, property of randomized encodings and is typically
defined through the simulation paradigm [GMR89].

Most previous work have focused on randomized encodings where encodings
can be computed in lower parallel-time complexity than what is required for
computing the original function Π. For instance, all log-space computations have
perfectly-secure randomized encodings in NC0 [IK00,IK02a,AIK04], and assum-
ing low-depth pseudo-random generators, this extends to all polynomial-time
computations (with computational security) [AIK06,Yao82]. Such randomized
encodings have been shown to have various applications to parallel cryptogra-
phy, secure computation, verifiable delegation, etc. (see [App11] for a survey).

Bitansky, Garg, Lin, Pass and Telang [BGL+15] recently initiated a study
of succinct randomized encodings where we require that the time required to
compute Π̂(x) is smaller than the time required to compute Π(x); their study
focused on functions Π that have single-bit outputs. [BGL+15,CHJV14,KLW14]
show that subexponentially-secure indistinguishability obfuscators (iO)
[BGI+01,GGH+13] and one-way functions3 imply the existence of such succinct
randomized encodings for all polynomial-time Turing machines that output just
a single bit.

We here further the study of such objects, focusing on functions Π with long
outputs. Given a description of a Turing machine Π and an input x, we consider
two notions of efficiency for randomized encodings Π̂(x) of Π(x) with running
time T .

– compact RE : Encoding time (and thus also size of the encodings) is
poly(|Π|, |x|, log T )

3 The one-way function assumption can be weakened to assume just that NP 6⊆ ioBPP
[KMN+14].



– sublinear RE : Encoding time (and thus also size) is bounded by poly(|Π|, |x|)∗
T 1−ε, for some ε > 0.

We assume without loss of generality that the randomized encoding Π̂(x) of Π,x
itself is a program, and that the decoding/evaluation algorithm simply executes
Π̂(x).

It is easy to see that for such notions of efficiency, the standard simulation-
based notion of security is impossible to achieve—roughly speaking, the sim-
ulator given just Π(x) needs to output a “compressed” version of it, which is
impossible if Π(x) has high pseudo-Kolmogorov complexity (e.g., if Π is a PRG);
we formalize this argument in Theorem 14 in Section 6. Consequently, we con-
sider weaker indistinguishability-based notions of privacy. One natural indistin-
guishability based notion of privacy simply requires that encoding Π̂0(x0) and
Π̂1(x1) are indistinguishable as long as Π0(x0) = Π1(x1) and Time(Π0(x0)) =
Time(Π1(x1)), where Time(Π(x)) is the running-time of Π(x); such a notion
was recently considered by Ananth and Jain [AJ15]. In this work, we con-
sider a stronger notion which requires indistinguishability of Π̂0(x0) and Π̂0(x1)
as long as Π0, x0 and Π1, x1 are sampled from some distributions such that
Π0(x0),Time(Π0(x0)) and Π1(x1),Time(Π1(x1)) are indistinguishable. We re-
fer to this notion as distributional indistinguishability security, and note that it
easily follows that the standard simulation-based security implies distributional
indistinguishability security.

The goal of this paper is to investigate compact and sublinear RE satisfying
the above-mentioned distributional indistinguishability notion. For the remain-
der of the introduction, we refer to randomized encodings satisfying distribu-
tional indistinguishability security as simply RE. For comparison, we refer to
randomized encodings with the weaker (non-distributional) indistinguishability
security as weak RE.

Compact RE v.s. Obfuscation Before turning to describe our results, let us
point out that RE can be viewed as (a degenerate form) of obfuscation for special
classes of programs.

Recall that an indistinguishability obfuscator (iO) [BGI+01,GGH+13] is a
method O for “scrambling” a program Π into O(Π) such that for any two
functionally equivalent programs Π0, Π1 (that is, their outputs and run-time
are the same on all inputs,) O(Π0) is indistinguishable from O(Π1). iO for
Turing machines [BGI+01,BCP14,ABG+13] additionally requires that the size
of the obfuscated code does not grow (more than polylogarithmically) with the
running-time of the Turing machine.

We may also consider a useful strengthening of this notion—which we call
“puncturable iO”—which, roughly speaking, requires indistinguishability ofO(Π0)
and O(Π1) as long as Π0 and Π1 differ on at most one input x∗ and their out-
puts on input x∗ are indistinguishable. More precisely, we say that a distribution
D is admissible if there exists some x∗ such that a) for every triple (Π0, Π1, Π)
in the support of D, and every x 6= x∗, it holds that Π0(x) = Π1(x) = Π(x),
and b) (Π,Π0(x∗)) and (Π,Π1(x∗)) are computationally indistinguishable when
(Π0, Π1, Π) are sampled randomly from D. Puncturable iO requires indistin-



guishability of O(Π0) and iO(Π1) for Π0, Π1 sampled from any admissible dis-
tribution. Interestingly, for the case of circuits, puncturable iO is equivalent to
(standard) iO.4 Indeed, such a notion is implicitly used in the beautiful and
powerful punctured-program paradigm by Sahai and Waters [SW14], and all
its applications. (In this context, think of Π as the “punctured” version of the
programs Π0, Π1.)

In the case of Turing machines, when restricting to the degenerate case of
Turing machines with no inputs (or more precisely, we only consider the exe-
cution of Π() on the ”empty” input), the notion of iO for Turing machines is
equivalent to the notion of a compact weak RE. Compact RE, on the other hand,
is equivalent to puncturable iO for Turing machines (without inputs). (Jump-
ing ahead, as we shall see, for the case of Turing machines it is unlikely that
puncturable iO is equivalent to standard iO.)

1.1 Our results

iO from sublinear RE We start by showing that sublinear RE is an extremely
useful primitive: Subexponentially-secure sublinear RE implies indistinguishabil-
ity obfuscators for all polynomial-size circuits.

Theorem 1. The existence of subexponentially-secure sublinear RE and one-
way functions implies the existence of subexponentially-secure iO for circuits.

Before continuing, let us mention that Theorem 1 is related to a recent beautiful
result by Ananth and Jain [AJ15] which shows that under the LWE assumption,
subexponentially-secure compact RE (satisfying only the weak indistinguisha-
bility security) implies iO for circuits. Their construction goes from RE to func-
tional encryption (FE) [BSW11], and then from FE to iO; (the first step relies on
previous constructions of FE [GKP+13a,GVW13], while the second step relies
on a sequence of complex transformations and analysis). In contrast, the proof
of Theorem 1 directly constructs iO from RE in a surprisingly simple way: We
essentially use the GGM construction [GGM86] that builds a PRF from a PRG
using a tree, but replace the PRG with a RE. Let us explain in more details
below.

Consider a program Π taking n-bit inputs. We consider a binary tree where
the leaves are randomized encodings of the function applied to all possible in-
puts, and each node in the tree is a randomized encoding that generates its
two children. More precisely, given a sequence of bits x1, · · · , xi, let Π̃R,x1,··· ,xi
denote an (input-less) program that

– if i = n simply outputs a RE of the program Π and input (x1, · · · , xn) using
R as randomness, and

4 To see this, consider a hybrid program Πy(x) that runs Π(x) if x 6= x∗ and other-
wise (i.e., if x = x∗ outputs y). By the iO property we have that for every Π,Π0, Π1

in the support of D, O(ΠΠb(x
∗)) is indistinguishable from O(Πb). Thus, if O(Π0),

O(Π1) are distinguishable, so are O(ΠΠ0(x
∗)), O(ΠΠ1(x

∗)), which contradicts indis-
tinguishability of (Π,Π0(x∗)) and (Π,Π1(x∗)).



– otherwise, after expanding R0, R1, R2, R3 from R using a PRG, outputs ran-
domized encodings of (input-less) programs Π̃R0,x1,··· ,xi,0 and Π̃R1,x1,··· ,xi,1
using respectively R2, R3 as randomness.

We associate each node in the binary tree that has index x1, · · · , xi with a
randomized encoding of the program Π̃R,x1,··· ,xi , denoted as Π̂R,x1,··· ,xi . In par-

ticular, the root of the tree is associated with a randomized encoding Π̂ of the
(initial) program Π̃R hardwired with a randomly chosen R.

The obfuscation of Π is now a program with the “root” Π̂ hardcoded, and
given an input x, computes the path from the root to the leaf x – by recursively
evaluating the randomized encodings associated with nodes on the path – and
finally outputs the evaluation of the leaf. More precisely, on input x, evaluate Π̂
to obtain Π̂0, Π̂1, next evaluate Π̂x1

to obtain Π̂x1,0, Π̂x1,1, so on and so forth

until Π̂x1,··· ,xn is evaluated, yielding the output Π(x1, · · · , xn).

Note that for any two functionally equivalent programs, the randomized en-
codings associated with individual leaf node are computationally indistinguish-
able by the indistinguishability security property (the non-distributional version
suffices here). Then, by the distributional indistinguishability security, the ran-
domized encodings associated with tree nodes one layer above are also indis-
tinguishable. Thus, by induction, it follows that the roots are indistinguishable,
which implies that obfuscations of functionally equivalent programs are indis-
tinguishable. Let us note that the reason that subexponential security is needed
is that each time we go up one level in the tree (in the inductive argument), we
lose at least a factor 2 in the indistinguishability gap (as each node generates
two randomized encodings, its children). Hence, we need to ensure that encod-
ings are at least poly(2n)-indistinguishable, which can be done by scaling up the
security parameter.

On the existence of Compact and Sublinear RE We next turn to inves-
tigating the existence of compact and sublinear RE. We show—assuming just the
existence of subexponentially-secure one-way functions—impossibility of subexponentially-
secure sublinear (and thus also compact) RE.5

Theorem 2. Assume the existence of subexponentially secure one-way func-
tions. Then, there do not exists subexponentially-secure sublinear RE.

As observed above, compact RE can be interpreted as a stronger notion of iO
(which we referred to as puncturable iO) for “degenerate” input-less Turing
machines, and as such Theorem 2 rules out (assuming just one-way functions)
such a natural strengthening of iO for (input-less) Turing machines. We note that
this impossibility stands in contrast with the case of circuits where puncturable
iO is equivalent to iO.

5 This result was established after hearing that Bitansky and Paneth had ruled out
compact RE assuming public-coin differing-input obfuscation for Turing Machines
and collision-resistant hashfunctions. We are very grateful to them for informing us
of their result.



We remark that although it may seem like Theorem 2 makes Theorem 1
pointless, it turns out that Theorem 1 plays a crucial role in the proof of Theorem
2: Theorem 2 is proven by first ruling out sublinear (even just polynomially-
secure) RE assuming iO and one-way functions. Next, by using Theorem 1, the
iO assumption comes for free if considering subexponentially-secure RE. That
is, assuming one-way functions, we have the following paradigm:

sub-exp secure sublinear RE
Theorem 1

=⇒ iO =⇒ impossibility of (poly secure) sublinear RE

Let us now briefly sketch how to rule out sublinear RE assuming iO and one-
way functions (as mentioned, Theorem 2 is then deduced by relying on Theorem
1). The idea is somewhat similar to the non-black-box zero-knowledge protocol
of Barak [Bar01].

Let Πb
s,u be a program that takes no input and outputs a sufficiently long

pseudo-random string y = PRG(s) and an indistinguishability obfuscation R̃by
(generated using pseudo-random coins PRG(u)) of the program Rby. The program

Rby takes input Σ of length |y|/2, and outputs b iff Σ, when interpreted as an
input-less Turing machine, generates y; in all other cases, it outputs ⊥.6 We
note that the size of the program Πb

s,u is linear in the security parameter λ,
whereas the pseudo-random string y it generates could have length |y| = λα for
any sufficiently large constant α.

Consider the pair of distributions Π0
Uλ,Uλ

and Π1
Uλ,Uλ

that samples respec-

tively programs Π0
s,u and Π1

s,u as described above with random s and u. We first
argue that their outputs are computationally indistinguishable. Recall that the
output of Πb

s,u is a pair (y, R̃by). By the pseudorandomness of PRG, this output

distribution is indistinguishable from (X, R̃bX) where X a uniformly distributed
random variable over λα bit strings. With overwhelming probability X has high
Kolmogorov complexity, and when this happens RbX is functionally equivalent to
the program R⊥ that always outputs ⊥. Therefore, by the security of the iO, the
output of programs sampled from Πb

Uλ,Uλ
is computationally indistinguishable

to (X, R̃⊥), and hence outputs of Π0
Uλ,Uλ

and Π1
Uλ,Uλ

are indistinguishable.

Let us now turn to showing that randomized encodings of Π0
Uλ,Uλ

and Π1
Uλ,Uλ

can be distinguished. Recall that a randomized encoding Π̂b of Πb
Uλ,Uλ

itself

can be viewed as a (input-less) program that outputs (y, R̃by). Given Π̂b, the

distinguisher can thus first evaluate Π̂b to obtain (y, R̃by) and next evaluate

R̃by(Π̂b) to attempt to recover b. Note that Π̂b clearly is a program that generates
y (as its first input); furthermore, if the RE scheme is compact, the length
of the program |Π̂b| is bounded by poly(λ, log λα), which is far smaller than
|y|/2 = λα/2 when α is sufficiently large. Therefore, Σ = Π̂b is indeed an input
that makes R̃by output b, enabling the distinguisher to distinguish Π̂0 and Π̂1

with probability close to 1!

6 To enable this, we require iO for bounded-input Turing machines, whereas Theorem
1 only gives us iO for circuits. However, by the results of [BGL+15,CHJV14,KLW14]
we can go from iO for circuits to iO for bounded-inputs Turing machines.



Finally, if the RE is only sublinear, the length of the encoding |Π̂b| is only
sublinear in the output length, in particular, bounded by poly(λ)(λα)1−ε for
some constant ε > 0. If α > 1/(1 − ε) (which clearly happens if ε is sufficiently
small), then we do not get enough “compression” for the above proof to go
through. We circumvent this problem by composing a sublinear RE with it-
self a sufficient (constant) number of times—to compose once, consider creating
randomized encoding of the randomized encoding of a function, instead of the
function itself; each time of composition reduces the size of the encoding to be
w.r.t. a smaller exponent 1 − ε′. Therefore, it is without loss of generality to
assume that ε is any sufficiently big constant satisfying α << 1/(1 − ε); so the
desired compression occurs.

Sublinear RE in the CRS model from sublinear FE Despite Theorem 2,
not all is lost. We remark that any sublinear functional encryption scheme (FE)
[AJ15,BV15] almost directly yields a sublinear RE in the Common Reference
String (CRS) model; roughly speaking, an FE scheme is called sublinear if the
encryption time is sublinear in the size of the circuit that can be evaluated on
the encrypted message.

Theorem 3. Assume the existence of subexponentially-secure sublinear (resp.
compact) FE. Then there exists a subexponentially-secures sublinear (resp. com-
pact) RE in the CRS model.

Furthermore, Theorem 1 straightforwardly extends also to RE in the CRS model.
Taken together, these result provide an alternative, modular, simpler proof of
the recent results of Ananth and Jain [AJ15] and Bitansky and Vaikuntanathan
[BV15] showing that subexponentially-secure sublinear FE implies subexponentially-
secure iO. (All these approaches, including a related work by Brakerski, Komar-
godski and Segev [BKS15] have one thing in common though: they all proceed
by processing inputs one bit at a time, and hard-coding parts of input to the
program.)

Theorem 4 (informal, alternative proof of [BV15,AJ15]). Assume the
existence of subexponentially-secure sublinear FE. Then there exists a subexponentially-
secure iO for circuits.

But there are also other ways to instantiate sublinear RE in the CRS model. We
show that under the subexponential LWE assumption (relying on [GKP+13b,ABSV14,GVW13])
sublinear RE in the CRS model can be based on a significantly weaker notion
of sublinear FE—namely FE schemes where the encryption time may be fully
polynomial (in the size of the circuit to be evaluated) but only the size of the
ciphertext is sublinear in the circuit size—we refer to this notion as a FE with
sublinear ciphertexts. Roughly speaking, we show this by 1) transforming the
“succinct” FE (i.e. compact FE for 1-bit outputs) of [GKP+13b,ABSV14] into
an RE which depends linearly on the output length but only polylogarithmically
on the running time, 2) transforming an FE with sublinear ciphertext into an
RE with “large” running-time but short output, and 3) finally composing the
two randomized encodings (i.e, computing the step 1 RE of the step 2 RE).



Combining this result with (the CRS-extended version of) Theorem 1, we
get:

Theorem 5 (informal). Assume the existence of subexponentially-secure FE
with sublinear ciphertexts and the subexponential LWE assumption. Then there
exists a subexponentially-secure iO for circuits.

Toward Turing Machine Obfuscation with Unbounded Inputs We fi-
nally address the question of constructing indistinguishability obfuscators for
Turing machines with unbounded inputs. (For the case of Turing machine obfus-
cation with unbounded-length inputs, the same obfuscated code needs to work
for every input-length, and in particular, the size of the obfuscated code cannot
grow with it.) Although it is known that subexponentially secure iO for circuits
implies iO for Turing machines with bounded inputs lengths [BGL+15,CHJV14,KLW14]
, the only known construction of iO for Turing machines with unbounded inputs
relies on (public-coin) differing-input obfuscation for circuits and (public-coin)
SNARKs [BCP14,ABG+13,IPS15]—these are strong “extractability” assump-
tions (and variants of them are known to be implausible [BCPR13,GGHW13,BP15]).

We note that the construction from Theorem 1 easily extends to show that
subexponentially-secure compact RE implies iO for Turing machines with un-
bounded input: instead of having a binary tree, we have a ternary tree where the
“third” child of a node is always a leaf; that is, for a tree node corresponding to
x1, · · · , xi, its third child is associated with a randomized encoding of program
Π, and input (x1, · · · , xi), which can be evaluated to obtain output Π(x1, · · ·xi).
Then, by using a tree of super-polynomial depth, we can handle any polynomial-
length input. Note that since obfuscating a program only involves computing the
root RE (as before), the obfuscation is still efficient. Moreover, for any input, we
still compute the output of the program in time polynomial in the length of the
input by evaluating the “third” child of the node when all input bits have been
processed.7

But as shown in Theorem 2, compact RE cannot exist (assuming one-way
functions)! However, just as for the case of differing-inputs obfuscation and
SNARKs, we may assume the existence of compact RE for restricted types of
“nice” distributions (over programs and inputs), for which impossibility does not
hold, yet the construction in Theorem 1 still works. We formalize one natural
class of such distributions, and may assume that the iO for bounded-input Tur-
ing machines construction of [KLW14] (based on iO for circuits) yields such a
compact RE (for the restricted class of distributions). This yields a new candi-
date construction of unbounded input Turing machines (based on a very different
type of assumption than known constructions).

7 Proving security becomes slightly more problematic since there is no longer a
polynomial bound on the depth of the tree (recall that we required poly(2n)-
indistinguishable RE to deal with inputs of length n). Thus issue, however, can
be dealt with by using larger and larger security parameters for RE that are deeper
down in the tree.



2 Preliminaries

Let N denote the set of positive integers, and [n] denote the set {1, 2, . . . , n}.
We denote by PPT probabilistic polynomial time Turing machines. The term
negligible is used for denoting functions that are (asymptotically) smaller than
one over any polynomial. More precisely, a function ν(·) from non-negative in-
tegers to reals is called negligible if for every constant c > 0 and all sufficiently
large n, it holds that ν(n) < n−c.

Turing machine notation For any Turing machine Π, input x ∈ {0, 1}∗ and
time bound T ∈ N, we denote by ΠT (x) the output of Π on x when run for
T steps. We refer to {Mλ}λ∈N as a class of Turing machines. One particular
class we will consider is the class of Turing machines that have 1-bit output.
We call such a machine a Boolean Turing machine. Throughout this paper, by
Turing machine we refer to a machine with multi-bit output unless we explicitly
mention it to be a Boolean Turing machine.

2.1 Concrete Security

Definition 1 ((λ0, S(·))-indistinguishability). A pair of distributions X, Y
are S-indistinguishable for some S ∈ N if every S-size distinguisher D it holds
that

|Pr[x
$← X : D(x) = 1]− Pr[y

$← Y : D(y) = 1]| ≤ 1

S

A pair of ensembles {Xλ}, {Yλ} are (λ0, S(·))-indistinguishable for some
λ0 ∈ N and S : N→ N if for every security parameter λ > λ0, the distributions
Xλ and Yλ are S(λ) indistinguishable.

Discussion on (λ0, S(·))-indistinguishability: We remark that the above
definition requires that there is a universal λ0 that works for all distinguisher
D. A seemingly weaker variant could switch the order of quantifiers and only
require that for every distinguisher D there is a λ0. We show that the above
definition is w.l.o.g, since it is implied by the following standard definition with
auxiliary inputs in the weaker fashion.

Let U be a universal TM that on an input x and a circuit C computes C(x).
Let S′ : N → N denote the run time S′(S) of U on input a size S circuit.

Definition 2. A pair of ensembles {Xλ}, {Yλ} are S(·)-indistinguishable if for
every S′ ◦ S(·)-time uniform TM distinguisher D, there exists a λ0 ∈ N , such
that, for every security parameter λ > λ0, and every auxiliary input z = zλ ∈
{0, 1}∗,

|Pr[x
$← Xλ : D(1λ, x, z) = 1]− Pr[y

$← Yλ : D(1λ, y, z) = 1]| ≤ 1

S(λ)

This definition implies (λ0, S(·))-indistinguishability. Consider a distinguisher D
that on input (1λ, x, z) runs the universal TM U(x, z), and let λU be the constant



associated with it. For any λ > λU , and every S(λ)-size circuit C, by setting the
auxiliary input z = C, the above definition implies that the distinguishing gap
by C is at most 1/S(λ). Therefore, λU is effectively the universal constant that
works for all (circuit) distinguisher.

Below, we state definitions of cryptographic primitives using (λ0, S(·)) in-
distinguishability. Traditional polynomial or sub-exponential security can be di-
rectly derived from such more concrete definitions as follows:

Definition 3 (Polynomial Indistinguishability). A pair of ensembles {Xλ},
{Yλ} are polynomially indistinguishable if for every polynomial p(·), there is a
constant λp ∈ N , such that, the two ensembles are (λp, p(·))-indistinguishable.

Definition 4 (Sub-exponential Indistinguishability). A pair of ensembles
{Xλ}, {Yλ} are sub-exponentially indistinguishable, if there is a sub-exponential
function S(λ) = 2λ

ε

with ε ∈ (0, 1) and a constant λ0 ∈ N , such that, the two
ensembles are (λ0, S(·))-indistinguishable.

2.2 Standard cryptographic primitives

Definition 5 (Pseudorandom Generator). A deterministic PT uniform ma-
chine PRG is a pseudorandom generator if the following conditions are satisfied:

Syntax For every λ, λ′ ∈ N and every r ∈ {0, 1}λ, PRG(r, λ′) outputs r′ ∈
{0, 1}λ′

(λ0, S(·))-Security For every function p(·), such that, p(λ) ≤ S(λ) for all λ,
the following ensembles are (λ0, S(·)) indistinguishable{

r
$← {0, 1}λ : PRG(r, p(λ))

} {
r′

$← {0, 1}p(λ)
}

2.3 Indistinguishability Obfuscation

In this section, we recall the definition of indistinguishability obfuscation for
Turing machines from [BGI+01,BCP14,ABG+13]. Following [BCP14], we con-
siders two notions of obfuscation for Turing machines. The first definition, called
bounded-input indistinguishability obfuscation, only requires the obfuscated pro-
gram to work for inputs of bounded length and furthermore the size of the obfus-
cated program may depend polynomially on this input length bound. (This is
the notion achieved in [BGL+15,CHJV14,KLW14] assuming subexponentially-
secure iO for circuits and one-way functions.)

The second notion considered in [BCP14] is stronger and requires the ob-
fuscated program to work on any arbitrary polynomial length input (and the
size of the obfuscated machine thus only depends on the program size and secu-
rity parameter). We refer to this notion as unbounded-input indistinguishability
obfuscation. (This stronger notion of unbounded-input indistinguishability ob-
fuscator for Turing machines is only known to be achievable based on strong “ex-
tractability assumptions”—namely, (public-coin) differing-input obfuscation for
circuits and (public-coin) SNARKs [BCP14,ABG+13,IPS15], variants of which
are known to be implausible [BCPR13,GGHW13,BP15]).



Definition 6 (Indistinguishability Obfuscator (iO) for a class of Turing
machines). An indistinguishability obfuscator for a class of Turing machines
{Mλ}λ∈N is a uniform machine that behaves as follows:

Π̂ ← iO(1λ, Π, T ): iO takes as input a security parameter 1λ, the Turing ma-
chine to obfuscate Π ∈Mλ and a time bound T for Π. It outputs a Turing
machine Π̂.

We require the following conditions to hold.

Correctness: For every λ ∈ N , Πλ ∈Mλ, input xλ and time bound Tλ,

Pr[(Π̃
$← iO(1λ, Πλ, Tλ) : Π̃(xλ) = ΠT (xλ)] = 1 .

Efficiency: The running times of iO and Π̂ are bounded as follows:
There exists polynomial p such that for every security parameter λ, Tur-
ing machine Π ∈ Mλ, time bound T and every obfuscated machine Π̂ ←
iO(1λ, Π, T ) and input x, we have that

TimeiO(1λ, Π, T ) ≤ p(λ, |Π|, log T )

TimeΠ̂(x) ≤ p(λ, |Π|, |x|, T )

(λ0, S(·))-Security: For every ensemble of pairs of Turing machines and time
bounds {Π0,λ, Π1,λ, Tλ} where for every λ ∈ N, Π0 = Π0,λ, Π1 = Π1,λ,
T = Tλ, satisfying the following

Π0, Π1 ∈Mλ |Π0| = |Π1| ≤ poly(λ) T ≤ poly(λ)

∀x,ΠT
0 (x) = ΠT

1 (x) ,

the following ensembles are (λ0, S(·))-indistinguishable{
iO(1λ, Π0,λ, Tλ)

} {
iO(1λ, Π1,λ, Tλ)

}
.

Definition 7 (Unbounded-input indistinguishability obfuscator for Tur-
ing machines). An unbounded-input indistinguishability obfuscator for Turing
machines iO(·, ·, ·) is simply an indistinguishability obfuscator for the class of all
Boolean Turing machines.

Remark 1 (Obfuscation for Boolean Turing machines is without loss of generality)
The above definition is equivalent to one that considers the class of all Turing
machines. Any Turing machine with output length m can be represented as a
Boolean Turing machine that takes in an additional input i ∈ [m] and returns
the ith bit of the m-bit long output.

Definition 8 (Bounded-input indistinguishability obfuscator for Tur-
ing machines). A bounded-input indistinguishability obfuscator for Turing ma-
chines iO(·, ·, ·, ·) is a uniform machine such that for every polynomial p, iO(p, ·, ·, ·)
is an indistinguishability obfuscator for the class of Turing machines {Mλ}
where Mλ are machines that accept only inputs of length p(λ). Additionally,
iO(p, 1λ, Π, T ) is allowed to run in time poly(p(λ) + λ+ |Π|+ log T ).



2.4 Functional Encryption

Definition 9 (Selectively-secure Single-Query Public-key Functional En-
cryption). A tuple of PPT algorithms (FE.Setup,FE.Enc,FE.Dec) is a selectively-
secure functional encryption scheme for a class of circuits {Cλ} if it satisfies the
following properties.

Completeness For every λ ∈ N, C ∈ Cλ and message m ∈ {0, 1}∗,

Pr

 (mpk,msk)← FE.Setup(1λ)
c← FE.Enc(1λ,m)

skC ← FE.KeyGen(msk,C)
: C(m)← FE.Dec(skC , c)

 = 1

(λ0, S(·))-Selective-security For every ensemble of circuits and pair of mes-
sages {Cλ,m0,λ,m1,λ} where Cλ ∈ Cλ, |Cλ|, |m0,λ|, |m1,λ| ≤ poly(λ), and
Cλ(m0,λ) = Cλ(m1,λ), the following ensembles of distributions {D0,λ} and
{D1,λ} are (λ0, S(·))-indistinguishable.

Db,λ =

 (mpk,msk)← FE.Setup(1λ)
c← FE.Enc(1λ,mb,λ)

skC ← FE.KeyGen(msk,Cλ)
: mpk, c, skC


We note that in this work, we only need the security of the functional encryp-
tion scheme to hold with respect to statically chosen challenge messages and
functions.

Definition 10 (Compact Functional Encryption). We say a functional en-
cryption scheme is compact if it additionally satisfies the following requirement:

Compactness The running time of FE.Enc is bounded as follows.
There exists a polynomial p such that for every security parameter λ ∈ N
and message m ∈ {0, 1}∗, TimeFE.Enc(1

λ,m) ≤ p(λ, |m|, polylog(s)), where
s = maxC∈Cλ |C|.
Furthermore, we say the functional encryption scheme has sub-linear com-
pactness if there exists a polynomial p and constant ε > 0 such that for every
security parameter λ ∈ N and message m ∈ {0, 1}∗, TimeFE.Enc(1

λ,m) ≤
p(λ, |m|)s1−ε.

We also define a notion of succinctness, as follows:

Definition 11 (Succinct Functional Encryption). A compact functional
encryption scheme for a class of circuits that output only a single bit is called a
succinct functional encryption scheme.

Theorem 6 ([GKP+13b]). Assuming (sub-exponentially secure) LWE, there
exists a (sub-exponentially secure) succinct functional encryption scheme for
NC1.

We note that [GKP+13b] do not explicitly consider sub-exponentially secure
succinct functional encryption, but their construction satisfies it (assuming sub-
exponentially secure LWE).



Theorem 7 ([GKP+13b,ABSV14]). Assuming the existence of symmetric-
key encryption with decryption in NC1 (resp. sub-exponentially secure) and suc-
cinct FE for NC1 (resp. sub-exponentially secure), there exists succinct FE for
P/poly (resp. sub-exponentially secure).

We also consider an even weaker notion of sublinear-compactness, where
only the ciphertext size is sublinear in the size bound s of the function being
evaluation, but the encryption time can depend polynomially on s.

Definition 12 (Weakly Sublinear Compact Functional Encryption). We
say a functional encryption scheme for a class of circuits {Cλ} is weakly sublin-
ear compact if there exists ε > 0 such that for every λ ∈ N, pk ← FE.Setup(1λ)
and m ∈ {0, 1}∗ we have that

TimeFE.Enc(pk,m) = poly(λ, |m|, s)
outlenFE.Enc(pk,m) = s1−ε · poly(λ, |m|)

where s = maxC∈Cλ |C|.

3 Randomized Encoding Schemes

Roughly speaking, randomized encoding schemes encodes a computation of a
program Π on an input x, into an encoded computation (Π̂, x̂), with the follow-
ing two properties: First, the encoded computation evaluates to the same output
Π(x), while leaking no other information about Π and x. Second, the encoding is
“simpler” to compute than the original computation. In the literature, different
measures of simplicity have been considered. For instance, in the original works
by [IK02a,AIK06], the depth of computation is used and it was shown that any
computation in P can be encoded in NC1 using Yao’s garbled circuits [Yao82].
A recent line of works [BGL+15,CHJV14,KLW14] uses the time-complexity as
the measure and show that any Boolean Turing machine computation can be
encoded in time poly-logarithmic in the run-time of the computation.

Traditionally, the security of randomized encoding schemes are capture via
simulation. In this work, we consider a new distributional indistinguishability-
based security notion, and show that it is implied by the transitional simulation
security. Additionally, we further explore how compact the encoded computation
can be: Similar to the recent works [BGL+15,CHJV14,KLW14], we consider
encoding whose size depends poly-logarithmically on the run-time of the encoded
computation; but differently, we directly consider Turing machines with arbitrary
length outputs, and require the size of the encoding to be independent of the
output length. Such scheme is called a compact randomized encoding scheme.

3.1 Distributional Indistinguishability Security

In this paper, we study randomized encoding for all Turing machine computa-
tion, whose encoding size is independent of the output length of the computation—
we say such randomized encoding schemes are compact. Towards this, we must



consider weaker security notions than simulation security, and indistinguishability-
based security notions are natural candidates. One weaker notion that has been
considered in the literature requires encoding of two computation, (Π1, x1) and
(Π2, x2) with the same output Π1(x1) = Π2(x2), to be indistinguishable. In this
work, we generalize this notion to, what called distributional indistinguishability
security—this notion requires encoding of computations sampled from two dis-

tributions, (Π1, x1)
$← D1 and (Π2, x2)

$← D2, to be indistinguishable, provided
that their outputs are indistinguishable.

Definition 13 (Randomized Encoding Scheme for a Class of Turing
Machines). A Randomized Encoding scheme RE for a class of Turing machines
{Mλ} consists of two algorithms,

– (Π̂, x̂)
$← Enc(1λ, Π, x, T ): On input a security parameter 1λ, Turing ma-

chine Π ∈ Mλ, input x and time bound T , Enc generates an encoded ma-
chine Π̂ and encoded input x̂.

– y = Eval(Π̂, x̂): On input (Π̂, x̂) produced by Enc,Eval outputs y.

Correctness: The two algorithms Enc and Eval satisfy the following correctness
condition: For all security parameters λ ∈ N, Turing machines Π ∈ Mλ,
inputs x and time bounds T , it holds that,

Pr[(Π̂, x̂)
$← Enc(1λ, Π, x, T ) : Eval(Π̂, x̂) = ΠT (x))] = 1

Definition 14 (Distributional (λ0, S(·))-Indistinguishability Security). A
randomized encoding scheme RE for a class of Turing machines {Mλ} satisfies
distributional (λ0, S(·))-indistinguishability security, (or (λ0, S(·))-ind-security
for short) if the following is true w.r.t. some constant c > 0:

For every ensembles of distributions {D0,λ} and {D1,λ} with the following prop-
erty:

1. there exists a polynomial B, such that, for every b ∈ {0, 1}, Db,λ is a distri-
bution over tuples of the form (Πb, xb, Tb), where Πb is a Turing machine,
xb is an input and Tb is a time bound, and λ, |Πb|, |xb|, Tb ≤ B(λ).

2. there exist an integer λ′0 ≥ λ0, and a function S′ with S′(λ) ≤ S(λ) for all
λ, such that, the following ensembles of output distributions are (λ′0, S

′(·))-
indistinguishable,{

(Π0, x0, T0)
$← D0,λ : ΠT0

0 (x0), T0, |Π0|, |x0|
}

{
(Π1, x1, T1)

$← D1,λ : ΠT1
1 (x1), T1, |Π1|, |x1|

}
the following ensembles of encoding is (λ′0, S

′′(·))-indistinguishable, where S′′(λ) =
S′(λ)
λc −B(λ)c. {

(Π0, x0, T0)
$← D0,λ : Enc(1λ, Π0, x0, T0)

}
{

(Π1, x1, T1)
$← D1,λ : Enc(1λ, Π1, x1, T1)

}



For convenience, in the rest of the paper, we directly refer to distributional
indistinguishability security as indistinguishability security. The above concrete
security directly gives the standard polynomial and sub-exponential security.

Definition 15 (Polynomial and Sub-exponential Indistinguishability Se-
curity). A randomized encoding scheme RE for a class of Turing machines
{Mλ} satisfies polynomial ind-security , if it satisfies (λp, p(·))-indistinguishability
security for every polynomial p and some λp ∈ N . Furthermore, it satisfies sub-
exponential ind-security if it satisfies (λ0, S(·))-indistinguishability security for
S(λ) = 2λ

ε

with some ε ∈ (0, 1).

We note that, by definition, it holds that any randomized encoding scheme that
is (λ0, S(·))-ind-secure, is also (λ′0, S

′(·))-ind-secure for any λ′0 ≥ λ0 and S′ s.t.
S′(λ) ≤ S(λ) for every λ. Therefore, naturally, sub-exponential ind-security is
stronger than polynomial ind-security.

In the full version, we show that RE schemes with ind-security are composable
just as RE schemes with simulation security are.

3.2 Compactness and Sublinear Compactness

With indistinguishability-security, we now define compact randomized encoding
schemes for all Turing machines, whose time-complexity of encoding is indepen-
dent of the output length.

Definition 16 (Compact Randomized Encoding for Turing machines).
A (λ0, S(·))-ind-secure compact randomized encoding scheme for Turing ma-
chines, is a randomized encoding scheme with (λ0, S(·))-indistinguishability se-
curity for the class of all Turing machines, with the following efficiency:

– For every security parameter λ, Turing machine Π, input x, time bound T
and every encoded pair (Π̂, x̂)← Enc(1λ, Π, x, T ), it holds

TimeEnc(1
λ, Π, x, T ) = poly(λ, |Π|, |x|, log T )

TimeEval(Π̂, x̂) = poly(λ, |Π|, |x|, T )

In this work, we also consider a weaker variant of the above compactness
requirement, where the encoding time is sub-linear (instead of poly-logarithmic)
in the computation time. For our results a compact randomized encoding scheme
with sub-linear efficiency will suffice.

Definition 17 (Sub-linear Compactness of Randomized Encoding schemes).
We say a randomized encoding scheme RE = (Enc,Eval) for a class of Turing
machines {Mλ} has sub-linear compactness if the efficiency requirement on Enc
in Definition 16 is relaxed to: For some constant ε ∈ (0, 1),

TimeEnc(1
λ, Π, x, T ) ≤ poly(λ, |Π|, |x|) · T 1−ε



4 Unbounded-Input IO from Compact RE

In this section, we define our succinct indistinguishability obfuscator for Turing
machines. Let RE = (Enc,Eval) be a compact randomized encoding scheme for
Turing machines with sub-exponential indistinguishability security. Let c be the
constant for the security loss associated with the indistinguishability security
of RE. We assume without loss of generality that Enc(1λ, ·, ·) requires a random
tape of length λ. Let PRG be a sub-exponentially secure pseudorandom generator
and let ε be the constant associated with the sub-exponential security of PRG.

For every λ ∈ N, D ≤ 2λ, define

l(λ,−1) = λ

l(λ,D) = l(λ,D − 1) + (2dλ)1/ε

where d > 0 is any constant strictly greater than c.

Construction 1 Consider a Turing machine Π, security parameter λ ∈ N,
and time bound T of Π. For every partial input s ∈ {0, 1}∗ with |s| ≤ 2λ and

R ∈ {0, 1}2l(λ,|s|), we recursively define a Turing machine Π̃s,R to be as follows:

When |s| < 2λ:

On the empty input, Π̃s,R outputs:

Enc(1l(λ,|s|+1), Π̃s0,R0 , T
′(λ, |s|+ 1, |Π|, log(T ));R1)

Enc(1l(λ,|s|+2), Π̃s1,R2
, T ′(λ, |s|+ 1, |Π|, log(T ));R3)

Enc(1l(λ,|s|+1), Π, s, T ;R4)

where (R0, R1, R2, R3, R4) ← PRG(R, 5 · 2l(λ, |s| + 1)) and T ′ is some fixed
polynomial in λ, |s|+1, |Π| and log(T ). In the special case when |s| = 2λ−1,
the time bound used in the first two encodings is set to T .
On all other inputs, Π̃s,R outputs ⊥.

When |s| = 2λ:

On the empty input, Π̃s,R outputs Enc(1l(λ,|s|+1), Π, s, T ;R). On all other

inputs, Π̃s,R outputs ⊥.

We define T ′(·, ·, ·, ·) (corresponding to the bound placed on the running time

of Π̃s,R) to be the smallest polynomial such that for all λ, s ∈ {0, 1}≤2λ , R ∈
{0, 1}2l(λ,|s|), Π and T ,

T ′(λ, |s|, |Π|, log(T )) ≥ p(λ|s|+1, |Π̃s0,R|, 0, log(T ′|s|+1))

+ p(λ|s|+1, |Π̃s1,R|, 0, log(T ′|s|+1))

+ p(λ|s|+1, |Π|, |s|, log(T ))

+ TimePRG(R, 5 · 2l(λ, |s|+ 1))



where λ|s|+1 = l(λ, |s| + 1), T ′|s|+1 = T ′(λ, |s| + 1, |Π|, log(T )) (corresponding

to the security parameter and time bound used for each of Π̃s0,R0 and Π̃s1,R1),
TimePRG is the bound on the running time of the PRG, and p(·, ·, ·, ·) is the bound
on TimeEnc from the compactness of RE. We note that the polynomial T ′ exists
because p is a polynomial, each of λ|s|+1 and |Π̃s,R| are of size polynomial in
λ, |s| and |Π|, and the self-dependence of T ′(λ, |s|, |Π|, log(T )) on T ′|s|+1 is only
poly-logarithmic.

Remark: We note that |Π̃s,R| is always poly(λ, |Π|, |s|, log(T )). This is because

Π̃s,R is fully described by λ, Π, s, R and T , and the size of each of these is
bounded by poly(λ, |Π|, |s|, log(T )).

Given this definition of Π̃s,R, we define our indistinguishability obfuscator as
follows:

Construction 2 (Indistinguishability Obfuscator) On input λ ∈ N, Tur-

ing machine Π and time bound T , define Π̃, the indistinguishability obfuscation
of Π, to be

Π̃ = iO(1λ, Π, T ) = Enc(1l(λ,0), Π̃ε,R, T
′(λ, 0, |Π|, log(T )))

Where ε is the empty string, and R
$← {0, 1}2l(λ,0) and T ′ a fixed polynomial

in λ, |Π| and log(T ), as described above.

Evaluation: The algorithm to evaluate Π̃ on input x ∈ {0, 1}d, d < 2λ proceeds
as follows:

1. For every 0 ≤ i ≤ d, compute encodings of Π̃x≤i,R successively, starting with

Π̃, an encoding of Π̃ε,R, and subsequently, for every 0 < i ≤ d, computing

the encoding of Π̃x≤i,R by evaluating the encoding of Π̃x<i,R, and selecting

the encoding of Π̃x≤i,R from its output.

2. Evaluate the encoding of Π̃x,R = Π̃x≤d,R and obtain from its output (Π̂, x̂) =

Enc(1l(λ,|x|+1), Π, x, T ;R4).
3. Run Eval(Π̂, x̂) to obtain Π(x).

We defer analysis of the correctness, running time, and compactness of our
iO construction to the full version of our paper [LPST15]

4.1 Security Proof

Theorem 8. Let (Enc,Eval) be a sub-exponentially-indistinguishability-secure,
compact randomized encoding scheme and let PRG be a sub-exponentially-secure
pseudorandom generator. Then the indistinguishability obfuscator defined in Con-
struction 2 is subexponentially-secure.



Proof. Consider any pair of ensembles of Turing machines and time bounds{
Π0
λ, Π

1
λ, Tλ

}
where for every λ ∈ N, Π0 = Π0

λ, Π1 = Π1
λ, T = Tλ,

|Π0| = |Π1| ≤ poly(λ) |T | ≤ poly(λ)

∀x,Π0,T (x) = Π1,T (x)

We first introduce some notation to describe the distributions of random-
ized encodings generated by iO(1λ, Π0

λ, Tλ) and iO(1λ, Π1
λ, Tλ). For λ ∈ N,

s ∈ {0, 1}∗, |s| ≤ 2λ, we define the following distributions

Dλ,0,s = Enc(1l(λ,|s|), Π̃0
s,R, T

′)

Dλ,1,s = Enc(1l(λ,|s|), Π̃1
s,R, T

′)

where R is uniformly random, T ′ is as described in Construction 1 and Π̃b
s,R is

defined for the Turing machine Πb
λ, security parameter λ and time bound Tλ.

We will show something stronger than the theorem statement. In particular, we
have the following claim.

Claim. There exists λ0, ε ∈ N such that for every λ > λ0, for every s ∈
{0, 1}∗, |s| ≤ 2λ we have that the distributions Dλ,0,s and Dλ,1,s are S(λ) indis-
tinguishable where S(λ) ≥ 10 · 2l(λ,|s|−1)ε .

Using the above claim with s as the empty string and recalling l(λ, 0) = λ,
the theorem statement follows. Therefore, in the remainder of the proof, we prove
the above claim.

Proof of claim Let ε be the larger of the constants associated with the sub-
exponential security of the pseudorandom generator PRG and the indistinguisha-
bility security of the encoding scheme (Enc,Eval) (these constants are also named
ε in their respective security definitions). Similarly, We consider λ0 to be large
enough so that the security of the encoding scheme (Enc,Eval) and the pseudo-
random generator PRG is applicable. We will actually require a larger λ0 so that
certain asymptotic conditions (depending only on the polynomial size bounds
of Π0

λ, Π1
λ and Tλ) hold, which we make explicit in the remainder of the proof.

For every λ > λ0, we prove the claim by induction on |s|. Our base case will be
when |s| = 2λ and in the inductive step we show the claim holds for all s of a
particular length d, if it holds for all s of length d+ 1.

Induction statement, for a fixed λ > λ0: For every s ∈ {0, 1}≤2λ , the dis-

tributions Dλ,0,s and Dλ,1,s are 10 · 2l(λ,|s|−1)ε indistinguishable.

Base case: |s| = 2λ.

In this case, recall that the output of Π̃b
s,R is simply (Π̂b,T

λ , ŝ). We first

claim that, for all s, (Π̂0,T
λ ŝ) and (Π̂1,T

λ , ŝ) are 2λ
′ε

indistinguishable where λ′ =
l(λ, |s|), as follows.

Recall that the output of evaluating Π̂b,T
λ , ŝ is simply Πb,T

λ (s). Since we have

that Π0,T
λ (s) = Π1,T

λ (s) for all s, we can apply the security of the randomized



encoding scheme. More concretely, since the output (point) distributions are
identical, they are 10 · 2λ′ε -indistinguishable where λ′ = l(λ, |s| + 1). Let B(·)
be a polynomial such that B(λ′) bounds from above |Πb|, |s| and T . By the

security of the encoding scheme, the encodings (Π̂0,T
λ ŝ) and (Π̂1,T

λ ŝ) are S′

indistinguishable where

S′ ≥ 10 · 2l(λ,|s|+1)ε

l(λ, |s|+ 1)c
−B(l(λ, |s|+ 1))c ≥ 10 · 2l(λ,|s|+1)ε

l(λ, |s|+ 1)d
≥ 10 · 2l(λ,|s|)

ε

where the first inequality holds for sufficiently large λ and in the second in-
equality, we use the fact that l(λ, |s| + 1) = l(λ, |s|) + λd/ε. Thus (Π̂0,T

λ , ŝ) and

(Π̂1,T
λ , ŝ) are 10 · 2l(λ,|sλ|)ε-indistinguishable.

Now, recall that the output of Π̃b
s,R is simply (Π̂b,T

λ , ŝ). By the above argu-

ment, we have that, for all s, (Π̂0,T
λ ŝ) and (Π̂1,T

λ , ŝ) are 2λ
′ε

-indistinguishable
where λ′ = l(λ, |s|). Let B′ be the polynomial such that B′(l(λ, |s|)) bounds

|Π̃b
s,R| and the running time of Π̃b

s,R. The encodings Dλ,0,s and Dλ,1,s are S′

indistinguishable where

S′ ≥ 10 · 2l(λ,|s|)ε

l(λ, |s|)c
−B′(l(λ, |s|))c ≥ 10 · 2l(λ,|s|+1)ε

l(λ, |s|)d
≥ 10 · 2l(λ,|s|−1)

ε

where, as before, the first inequality holds for sufficiently large λ and in the
second inequality, we use the fact that l(λ, |s| + 1) = l(λ, |s|) + λd/ε. Hence the
claim holds for |s| = 2λ.

Inductive step: |s| < 2λ. By the induction hypothesis, we assume the claim

holds for all s′ such that |s′| = |s| + 1. Recall that the output of Π̃b
s,R (where

R
$← {0, 1}2l(λ,|s|)) is

Enc(1l(λ,|s|+1), Π̃b
s0,R0

, T ′;R1)

Enc(1l(λ,|s|+1), Π̃b
s1,R2

, T ′;R3)

Enc(1l(λ,|s|+1), Πb
λ, s, T ;R4)

where (R0, R1, R2, R3, R4)← PRG(R, 5 · 2l(λ, |s|+ 1)). Let Hb denote the above
output distribution. We will show H0 and H1 are indistinguishable by a hybrid
argument as follows.

– LetG1 be a hybrid distribution exactly asH0 except that (R0, R1, R2, R3, R4)
$←

{0, 1}5·2l(λ,|s|+1). We claim that for both the distributions H0 and G1 are
5 · 2λ′ε indistinguishable where λ′ = l(λ, |s|).
This follows from the PRG security as follows: any size 5 · 2λ′ε adversary A
that distinguishes H0 and G1 can be turned into an adversary A′ that can
break the PRG security with seed length 2λ′ with the same advantage. A′

has Π0
λ, Π1

λ, Tλ and s hardcoded in it. Hence, the size of A′ is

5 · 2λ
′ε

+ poly(λ) + poly(|s|) ≤ 5 · 2λ
′ε

+ poly(λ′) ≤ 2(2λ
′)ε



where the last inequality holds when λ is sufficiently large. Hence, A′ breaks
the 2(2λ

′)ε -security of PRG and we have a contradiction.
Writing out the components of G1, we have that it is identical to

G1 ≡ Dλ,0,s0, Dλ,0,s1,Enc(1
l(λ,|s|+1), Π0

λ, s, Tλ;R)

– Let G2 be a hybrid distribution obtained by modifying the first component
of G1 as follows.

G2 ≡ Dλ,1,s0, Dλ,0,s1,Enc(1
l(λ,|s|+1), Π0

λ, s, Tλ;R)

We show that G1 and G2 are 5 · 2λ′ε indistinguishable. This follows from the
induction hypothesis as follows: any size 5·2λ′ε adversary A that distinguishes
G1 and G2 with advantage better than 1/(5 · 2λ′ε) can be turned into an ad-
versary A′ that can distinguish Dλ,0,s0 and Dλ,1,s0 with the same advantage.
As before, A′ has Π0

λ, Π1
λ, Tλ and s hardcoded in it, and therefore the size

of A′ is at most 5 · 2λ′ε + poly(λ′) ≤ 10 · 2λ′ε . Hence, A′ breaks the induction
hypothesis that says Dλ,0,s0 and Dλ,1,s0 are 10 · 2λ′ε-indistinguishable.

– Similarly, let G3 be a hybrid distribution obtained by modifying the second
component of G2 as follows.

G3 ≡ Dλ,1,s0, Dλ,1,s1,Enc(1
l(λ,|s|+1), Π0

λ, s, Tλ;R)

Similarly as above, we have that G2 and G3 are 5 · 2λ′ε -indistinguishable.
– Let G4 be a hybrid distribution obtained by modifying the third component

of G3 as follows.

G4 ≡ Dλ,1,s0, Dλ,1,s1,Enc(1
l(λ,|s|+1), Π1

λ, s, Tλ;R)

We show G3 and G4 are 5 · 2λ′ε -indistinguishable. First, since Π0,T
λ (s) =

Π1,T
λ (s), by the security of the encoding scheme, we have that the encodings

that form the third component of G3 and G4 are S′ indistinguishable where,
similar to the base case, B(l(λ, |s|)) bounds from above |Πb

λ|, |s| and T

S′ ≥ 10 · 2l(λ,|s|)ε

l(λ, |s|)c
−B(l(λ, |s|))c ≥ 10 · 2l(λ,|s|)ε

l(λ, |s|)d
≥ 10 · 2l(λ,|s|−1)

ε

Hence by a similar argument as before, the hybrid distributions are 5 · 2λ′ε -
indistinguishable.

– Finally we observe that G4 and H1 are 5 · 2λ′ε-indistinguishable just as G1

and H0 were. By a simple hybrid argument, we have that H0 and H1 are
2λ
′ε

-indistinguishable.
Recall that H0 and H1 are the distributions of outputs of Π̃0

s,R and Π̃1
s,R

respectively. By the security of the randomized encoding scheme, the en-
codings of these machines, i.e. Dλ,0,s and Dλ,1,s are S′(λ)-indistinguishable
where

S′(λ) ≥ 2l(λ,|s|)
ε

l(λ, |s|)c
−B′(l(λ, |s|)c ≥ 2l(λ,|s|)

ε

l(λ, |s|)d
≥ 2l(λ,|s|−1)

ε · 2(2dλ)

2dλ · (2dλ)d/ε
≥ 10 · 2l(λ,|s|−1)

ε



where B′(l(λ, |s|)) bounds from above |Πb
s,R| and T ′. The second inequality

holds for sufficiently large λ. In the third inequality, we use the fact that
l(λ, |s|) ≤ |s|(2dλ)1/ε ≤ 2λ(2dλ)1/ε and the last inequality holds for suffi-
ciently large λ.

4.2 Nice Distributions

Later in Section 6, we show that compact RE does not exist for general distribu-
tions in the plain model. However, here we observe that the above construction
of unbounded input IO relies only on compact RE for certain “special pur-
pose” distributions that is not ruled out by the impossibility result in Section 6.
We now abstract out the structure of these special purpose distributions. Let
RE = (Enc,Dec) be a randomized encoding scheme; we define “nice” distribu-
tions w.r.t. RE.

0-nice distributions: We say that a pair of distribution ensembles {D0,λ} and
{D1,λ} are 0-nice if D0,λ always outputs a fixed tuple (Π0, x, T ) while D1,λ

always outputs a fixed tuple (Π1, x, T ), satisfying that ΠT
0 (x) = ΠT

1 (x).
k-nice distributions: We say that a pair of distribution ensembles {D0,λ} and
{D1,λ} are k-nice if there exist some ` = poly(λ) pairs of distributions
({E i0,λ}, {E i1,λ})i∈[`], where the ith pair is ki-nice with ki ≤ k − 1, such that,
Db,λ samples tuple (Πb, xb, Tb) satisfying the following:

– For each i ∈ [`], sample (Λib, z
i
b, T

i
b )

$← E ib,λ.

– The output of Πb(xb) consists of ` randomized encodings, where the ith

encoding is in the support of Enc(1λ
′
, Λib, z

i
b, T

i
b ), for some λ′ = poly(λ).

Finally, we say that a pair of distribution ensembles {D0,λ} and {D1,λ} are nice
w.r.t. RE if they are k-nice w.r.t. RE for some integer k.

Our construction of unbounded input IO and its analysis in previous sections
relies only on compact RE for nice distribution ensembles. Hence we can refine
Theorem 8 to the following:

Proposition 1. Assume the existence of a compact randomized encoding scheme
RE which is sub-exponentially-indistinguishability-secure for every pair of distri-
bution ensemble that are nice w.r.t. RE; assume further the existence of sub-
exponentially secure one-way functions. Then, there is an unbounded-input in-
distinguishability obfuscator for Turing machines.

We stress again that compact RE for nice distributions is not ruled out by the
impossibility result in Section 6. Hence, we obtain unbounded input IO from a
new assumption different from the extactability assumptions used in previous
work [BCP14,ABG+13,IPS15].

Candidate Construction: Finally, we describe a candidate construction of
compact RE for nice distributions using the KLW indistinguishability obfusca-
tor for bounded-input Boolean Turing machines: Given input (1λ,M, x, T ), the
encoding is an obfuscation, using the KLW scheme, of the program ΠM,x that on



input i ∈ [T ] outputs the ith bit of the output MT (x). Since ΠM,x is Boolean, the
KLW obfuscator can be applied, and the encoding time is poly(λ, |M |, |x|, log T )
(hence compact). By the security of indistinguishability obfuscation, for any
M1, x1 and M2, x2 with identical outputs, their encodings are indistinguishable,
and thus this construction is a weak compact RE. We here consider it also a
candidate construction for compact RE with distributional indistinguishability.

Bounded-Input IO from Sublinear RE: We note that relying on a very
similar construction as above, a randomized encoding scheme with only sublin-
ear compactness (as opposed to full compactness) can be used to construct a
bounded-input indistinguishability obfuscator for Turing machines. We refer the
reader to the full version of this paper [LPST15] for more details.

5 Bounded-Input IO from Compact RE in the CRS
Model

In this section we consider compact RE schemes for Turing machines in the
common reference string (CRS) model. We show that (1) such encoding schemes
can be constructed from compact functional encryption for circuits, and that
(2) such encoding schemes suffice to get IO for circuits, which then by [KLW14]
suffices to get bounded-input IO for Turing machines.

5.1 Randomized Encoding Schemes in the CRS model

We first formally define a randomized encoding scheme for a class of Turing
machines in the CRS model. In this model, a one-time setup is performed which
takes (in addition to the security parameter) a bound on machine size, input
length, running time and output length. Only computations that respect these
bounds can be encoded using this setup. The setup outputs a long CRS (the
length is polynomial in the aforementioned bounds) and a short public encoding
key (which depends only on the security parameter). The public encoding key is
used by the encoding algorithm, which produces encodings that are compact as
before. The CRS is used by the evaluation algorithm.

Definition 18 (Randomized Encoding Schemes in the CRS Model). A
Randomized Encoding scheme RE for a class of Turing machines {Mλ} in the
CRS model consists of the following algorithms:

– (crs, pk)
$← Setup(1λ, 1m, 1n, 1T , 1l): Setup gets as input (in unary) the secu-

rity parameter λ, a machine size bound m, input length bound n, time bound
T and output length bound l.

– Π̂x
$← Enc(pk,Π, x): Enc is probabilistic and gets as input a public key pk

generated by Setup, Turing machine Π ∈ Mλ and input x. It outputs an
encoding Π̂x

8.

8 Encoding Π̂x can be viewed as the combination of the program encoding Π̂ and the
input encoding x̂ of Definition 13



– y ← Eval(Π̂x, crs): On input Π̂x produced by Enc and crs produced by Setup,
Eval outputs y.

Correctness: For every security parameters λ ∈ N, m,n, T, l ∈ N, Turing ma-
chine Π ∈ Mλ and input x, such that, |Π| ≤ m, |x| ≤ n, and |ΠT (x)| ≤ l,
we have that

Pr

[
(crs, pk)

$← Setup(1λ, 1m, 1n, 1T , 1l)

Π̂x
$← Enc(pk,Π, x)

: Eval(Π̂x, crs) = ΠT (x)

]
= 1

In the CRS model, it is possible to have a compact RE for all Turing machines
with simulation security.

Definition 19. A randomized encoding scheme RE for a class of Turing ma-
chines {Mλ} in the CRS model satisfies (λ0, S(·))-simulation security, if
there exists a PPT algorithm Sim and a constant c, such that, for every ensem-
ble {Πλ, xλ,mλ, nλ, lλ, Tλ} where Πλ ∈Mλ and |Πλ|, |xλ|,mλ, nλ, lλ, Tλ ≤ B(λ)
for some polynomial B, the following ensembles are (λ0, S

′(λ)) indistinguishable,
with S′(λ) = S(λ)−B(λ)c for all λ ∈ N .{

(crs, pk)
$← Setup(1λ, 1m, 1n, 1T , 1l), Π̂x

$← Enc(pk,Π, x) : (crs, pk, Π̂x)
}

{
(crs, pk, Π̂x)

$← Sim(1λ, ΠT (x), 1|Π|, 1|x|, 1m, 1n, 1T , 1l) : (crs, pk, Π̂x)
}

where subscripts of security parameter are suppressed.

Definition 20 (Compactness and Sublinear Compactness in the CRS
model). A randomized encoding scheme RE = (Setup,Enc,Eval) for Turing ma-
chines in the CRS model is compact (or sublinear compact) if Setup is PPT,
and Enc and Eval have the same efficiency as their counterparts in a compact
(or sublinear compact) randomized encoding scheme for Turing machines in the
plain model.

Remark 2 We note that a distributional-indistinguishability notion of security
(analogous to Definition 14) can be defined for randomized encoding schemes in
the CRS model. In the full version of this paper [LPST15], we provide this def-
inition and show (λ0, S)-simulation security implies (λ0, S)-indistinguishability
security both in the plain model and the CRS model.

5.2 Succinctness and Weak-Compactness

We also consider a different weakening of compactness, called succinctness [BGL+15],
where encoding time can depend linearly on the length of the output (but only
polylogarithmically on the time bound T ).

Definition 21 (Succinct Randomized Encoding for Turing machines
[BGL+15]). A succinct randomized encoding scheme for Turing machines in
the CRS model is succinct if it has the following efficiency:



– For every security parameters λ ∈ N, m,n, T, l ∈ N, Turing machine Π ∈
Mλ and input x, such that, |Π| ≤ m, |x| ≤ n, and |ΠT (x)| ≤ l, ev-
ery public key pk ← Setup(1λ, 1m, 1n, 1T , 1l) and every encoding Π̂x ←
Enc(1λ, Π, x, T ), it holds

TimeSetup(1
λ, 1m, 1n, 1T , 1l) = poly(λ,m, n, T, l)

TimeEnc(pk,Π, x) = ` · poly(λ, |Π|, |x|, log T )

TimeEval(Π̂, x̂) = poly(λ,m, n, T )

We finally consider a notion of RE that is weaker than sublinear-compactness,
where we allow the encoding time to be polynomially dependent on the time
bound T , but still require the encoding size be sub-linear in T. We call such RE
schemes weakly sublinear compact.

Definition 22 (Weakly Sublinear Compact Randomized Encoding scheme).
We say a randomized encoding scheme RE = (Setup,Enc,Eval) in the CRS model
for a class of Turing machines {Mλ} is weakly sublinear compact if the effi-
ciency requirement on Enc in Definition 21 is changed to: For some constant
ε ∈ (0, 1),

TimeEnc(pk,Π, x) = poly(λ, |Π|, |x|, T )

outlenEnc(pk,Π, x) = T 1−ε · poly(λ, |Π|, |x|)

Next, we observe that RE schemes satisfying the notions defined above (i.e.
succinctness and weak sublinear compactness) can be composed to get a RE
scheme satisfying sub-linear compactness. In particular, by composing a succinct
RE scheme with a weakly compact RE scheme, one can obtain a sub-linearly
compact RE scheme. We defer the proof to the full version of the paper.

Theorem 9. Assume the existence of pseudorandom generators. If there is a
succinct RE scheme and a weakly sublinear compact RE scheme for Turing
machines, then there is a sub-linearly compact randomized encoding scheme for
Turing machines.

5.3 Randomized encodings with CRS from Compact Functional
Encryption

In this section we construct RE schemes in the CRS model from Compact Func-
tional encryption schemes and pseudorandom generators.

Let (FE.Setup,FE.Enc,FE.Dec) be a public key, compact functional encryp-
tion scheme for P/poly, and let PRG be a pseudorandom generator. We define
a randomized encoding scheme in the CRS model (Setup,Enc,Eval) as follows.

The setup algorithm Setup(1λ, 1m, 1n, 1T , 1l) :
– Setup first generates keys for the functional encryption scheme (mpk,msk)←

FE.Setup(1λ) and samples a uniformly random string s← {0, 1}λ.



– Next, it generates the string c ← 0l ⊕ PRG(s, l). That is, it encrypts 0l

using a one-time pad with the key coming from PRG(s, l)

– Let U be the universal circuit that on input (Π,x) where |Π| ≤ m and
|x| ≤ n runs machine Π on x for at most T steps and outputs the first l
bits of the tape as output. We define a circuit CU,c, that has the string
c and circuit U hardcoded in it, as follows.

1. CU,c takes as input (Π,x, s′, b) where (Π,x) satisfies the size con-
straints as described above, s′ ∈ {0, 1}λ and b ∈ {0, 1}.

2. If b = 0 then CU,c outputs U(Π,x).
3. Otherwise CU,c outputs c⊕ PRG(s′).

– Setup runs skC ← FE.KeyGen(msk,CU,c) and outputs skC as the com-
mon reference string crs and mpk as the public encoding key pk

The encoding algorithm Enc(pk,Π, x): Enc parses pk as the functional pub-
lic key mpk and runs ct← FE.Enc(mpk, (Π,x, 0λ, 0)). Enc outputs the func-
tional ciphertext ct as the encoding Π̂x.

The evaluation algorithm Eval(Π̂x, crs) : Eval parses Π̂x as a functional ci-
phertext ct and crs as the functional secret key skCU,c . Eval runs y ←
FE.Dec(skCU,c , ct) and outputs y.

The correctness of the above encoding scheme follows directly from that of
the underlying functional encryption scheme. When a randomized encoding of
(Π,x) is evaluated, it outputs the result of running the universal circuit U on
(Π,x) that is ΠT (x). Also the efficiency properties of the above scheme follow
directly from the compactness properties of the functional encryption scheme.
For example, if the functional encryption scheme we start from has sub-linear
compactness (the ciphertext size is sub-linear in the circuit size of the function
for which the functional secret keys are generated) then we get an encoding
scheme with sub-linear compactness.

We have the following theorem. We refer the reader to the full version for
the proof.

Theorem 10. Let (FE.Setup,FE.Enc,FE.Dec) be a public key functional encryp-
tion scheme for P/poly with (λ0, S(·)) selective security, and let PRG be a pseu-
dorandom generator with (λ0, S(·)) security. The randomized encoding scheme

defined above is (λ0,
S(·)
4 )-simulation secure.

Corollary 1. If there exists a public key, compact (resp. succinct, weakly sub-
linear compact) functional encryption for P/poly scheme with selective security,
and a secure PRG, then there exists a compact (resp. succinct9, weakly sublinear
compact) randomized encoding scheme for Turing machines in the CRS model
that is simulation secure.

9 We note that for succinct RE, we first apply the transformation from succinct FE
to get succinct RE with 1-bit output, and to encode Turing Machines with multi-bit
outputs, we generate one such RE for each output bit



The above theorem and corollary also work in the regime of sub-exponential
security. That is, starting with a functional encryption scheme and pseudoran-
dom generator that are sub-exponentially secure we obtain a RE scheme with
sub-exponential security.

The following corollary is obtained by combining Corollary 1 with Theorem
6 and Theorem 7. While we use this corollary in our results, we believe it is
of independent interest too. Succinct RE schemes for Turing machines were
shown by [BGL+15] to have a variety of applications. However the only known
construction of it ([KLW14]) relies on iO for circuits. We observe that in the
CRS model, succinct RE schemes can be based simply on LWE.

Corollary 2. Assuming LWE (resp. with sub-exponential hardness), there exists
a succinct RE scheme for Turing machines in the CRS model with (resp. sub-
exponential) simulation security.

Finally, the following corollary shows that, assuming LWE, weakly sublin-
ear compact FE is sufficient to construct sublinearly-compact RE in the CRS
model. This corollary follows by combining Corollary 1, which shows that weakly
sublinear compact FE implies weakly sublinear compact RE in the CRS model,
Corollary 2, which constructs succinct RE in the CRS model from LWE, and
finally Theorem 9, which shows that weakly sublinear compact RE and succinct
RE can be combined to produce sublinearly-compact RE in the CRS model.

Corollary 3. Assuming LWE (resp. with sub-exponential hardness), if there ex-
ists a weakly sublinear compact FE scheme for P/poly (resp. with sub-exponential
security), then there exists a sublinearly-compact RE scheme for Turing ma-
chines in the CRS model with (resp. sub-exponential) simulation security.

5.4 IO for Circuits from RE in the CRS model

In this section we show that compact RE schemes for Turing machines in the
CRS model implies iO for circuits; combining with the result of [KLW14] that
iO for circuits implies iO for (bounded-input) Turing machines, we obtain the
following theorem:

Theorem 11. Assume the existence of sub-exponentially secure one-way func-
tions. If there exists a sublinearly compact randomized encoding scheme in the
CRS model with sub-exponential simulation security, then there exists an bounded-
input indistinguishability obfuscator for Turning machines.

We note that the theorem also holds w.r.t. sublinearly compact randomized
encoding scheme in the CRS model, satisfying, weaker, distributional indistin-
guishability security, with auxiliary inputs (i.e., Definition 14 w.r.t. distributions
{Db,λ} that additionally samples an auxiliary input zb, and the security re-
quirement is that if the output distributions together with the auxiliary inputs
are indistinguishable, then the encodings together with the auxiliary inputs are
also indistinguishable, with appropriate security loss). Since the distributional
indistinguishability security is implied by simulation security, and in the CRS



model, we can construct sublinearly compact RE with simulation security from
sublinearly compact FE schemes, for simplicity, we directly state and prove the
theorem w.r.t. simulation security.

The construction and proof is very similar to that of unbounded-input iO
from compact RE schemes in the plain model presented in Section 4. We refer
the reader to the full version [LPST15] for more details.

5.5 Summary of Results using RE in the CRS model

We observe that by combining Theorem 11 with Corollary 1, we reprove the
results of [AJ15,BV15]

Theorem 12. Assuming the existence of compact functional encryption with
subexponential security, there exists a bounded-input indistinguishability obfus-
cator for Turing Machines.

Further, we get the following new result, as a consequence of Corollary 3 and
Theorem 11:

Theorem 13. Assuming the existence of weakly sublinear compact functional
encryption with subexponential security and LWE with subexponential security,
there exists a bounded-input indistinguishability obfuscator for Turing Machines.

6 Impossibility of Compact RE

In this section, we mention several impossibility results related to sublinear (and
hence compact) RE with different security. We refer the reader to the full version
[LPST15] for the proofs.

Theorem 14. The following impossibility results hold in the plain model:

1. Sublinear randomized encoding schemes with (polynomial) simulation secu-
rity do not exist, assuming one-way functions.

2. Sublinear randomized encoding schemes with sub-exponential indistinguisha-
bility security do not exist, assuming sub-exponentially secure one-way func-
tions.

3. Sublinear randomized encoding schemes with (polynomial) indistinguishabil-
ity security do not exist, assuming bounded-input iO for Turing machines
and one-way functions.

Acknowledgment: We are extremely grateful to Nir Bitansky and Omer
Paneth for informing us of their impossibility result for compact RE assum-
ing differing-input obfuscation, SNARKs and collision-resistant hash functions;
this results was the inspiration behind our main impossibility result. We are also
very grateful to them for many delightful and insightful discussions.
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